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Preface

The Act of Parliament which created the Institute stated that part of its
purpose was to encourage public discussion of issues of international
peace and security. One of the ways in which the Institute seeks to achieve
this objective is by playing an active role in conferences which address
these subjects. Itis interested in attending such conferences, in helping to
sponsor them financially, and, on occasion, in organizing them and
preparing reports of their proceedings.

This, the third such report, summarizes the proceedings of the con-
ference on the Risk of Accidental Nuclear War which was held at the
University of British Columbia in May 1986. The meeting, which raised
considerable interest, was attended by specialists from a wide range of
disciplines and from several countries including the United States and the
Soviet Union.

As with the first two reports in this series, “Negotiations for Peace in
Central America”, and “Challenges to Deterrence”, the problems raised
in this account are of great interest to many Canadians. We hope, there-
fore, that this will be of use not only to those who attended the conference
but to a much wider public which is concerned about the dangers which

the conference discussed.
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Geoffrey Pearson
Executive Director

Dept. of External Affairs
Min. des Affaires extérieures
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EXECUTIVE SUMMARY

Recently public attention has been directed towards the risk of accidental
nuclear war. The two superpowers have been discussing ways of reducing
the risk of war by miscalculation, and members of the US Congress have
put forward bills promoting the establishment of joint crisis management
centres. A number of articles in newspapers and magazines have asserted
that the risk of war by accident is great and is increasing year by year.

Researchers are trying to analyze and to-quantify this danger. What is the
magnitude of the risk? Is it growing? What factors contribute to increas-
ing the risk and how can it be reduced? A number of methods have been
applied to the study, including modelling of alert/reaction systems, and
statistical analyses of past international crises. This conference brought
together representatives from different disciplines, using different re-
search tools, so that they might exchange data, develop some form of
consensus about the severity of the risk and suggest ways of reducing it.
Their discussion covered five subjects: modelling, computer program-
ming, command-and-control systems, crisis behaviour, and the role of
human error. The mathematical models presented varied in their under-
lying assumptions and in the methods used for manipulating key param-
eters, but there was general agreement on the findings. The modellers
present argued that the risk of an accidental nuclear launch due to
unresolved false warning was increasing, especially with the deployment
of weapons systems very near the borders or coastlines of the opposing
power; short delivery time meant very little time to determine whether an
alert was false. It was recommended that the nuclear powers agree to
withdraw those weapons systems which have driven down decision times.

Short warning times are also related to concerns about the fallibility of
computer programs and the vulnerability of command and control sys-
tems. Reduced decision times provide an incentive towards the automa-
tion of the alert/launch response. The vulnerability of command centres
means that the military planners put high priority on getting the missiles
out of the silos quickly while the communications channels are still func-
tioning. It was recommended that C31 systems be made more “survivable”
and that planners and policy-makers resist any pressure to move to an
automated launch-on-warning posture in times of crisis.

The last two days of the conference examined the effects of human
behaviour and human error on the risk of inadvertent nuclear war. Such a
war would occur not because either side thought it could gain from
launching a nuclear attack but because the crisis had inexorably escalated
as a result of misperception and bad judgement, aggravated by a lack of
diplomatic skill and military restraint.
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INTRODUCTION

An international conference on the Risk of Accidental Nuclear War was
held on 26-30 May 1986, in the Chapel of the Vancouver School of
Theology at the University of British Columbia. The conference was
sponsored by Science for Peace, the Vancouver branch of the United
Nations Association in Canada, and the Peace Research Committee of the
International Political Science Association. Major funding for the con-
ference was provided by the Canadian Institute for International Peace
and Security, the Disarmament Fund of the Department of External
Affairs, the Gordon Foundation, and Science for Peace. Additional sup-
port and assistance was provided by the deans of Arts and Science of the
University of British Columbia, the Centre for Continuing Education, the
Vancouver School of Theology, and the Vancouver branch of the United
Nations Association in Canada. Twenty-four speakers addressed the con-
ference; a list of their names, current work and institutional affiliations is
appended to this report. In addition, thirty-two academics, professionals,
and representatives of peace groups registered for the entire week, while
many others participated in one or more of the public sessions.

The Background and Rationale of the Conference

For a number of years, there has been growing concern in academic and
policy-making circles alike, about the possibility that a strategic nuclear
exchange might be initiated inadvertently or accidentally, or as a result of
the mistaken belief that an attack from the other side was imminent or
already underway. The reasons for this anxiety are threefold.

First, a growing number of military strategists have begun to worry lest
the deployment of new strategic and theatre weapons systems, together
with consequent changes in strategic doctrine and operations policies,
prove highly destabilizing. The short flight-times of the new intermedi-
ate-range nuclear forces (INF) and forward-based submarine-launched
ballistic missiles (SLBMs) render both sides command and control vul-
nerable to “decapitation” and thus reduce the decision time available
during crises. In response to these developments both sides may have
adopted strategic postures and operating policies which amount to a
virtual launch-on-warning* in time of crisis.

A second source of anxiety, about which computer scientists are express-
ing concern, is the growing tendency to automate decision-making within
nuclear command and control systems. This process of automation,
which has been developed in response to shortened warning times, car-
ries with it the twin dangers of an increased number of errors and failures
within command and control systems, and a decreased ability to check
and rectify these errors while maintaining operational control.

* The definition of launch-on-warning is currently the subject of considerable controversy.
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Several public interest groups have drawn attention to a third area of
concern, by making public hitherto classified data on errors and false
alarms within the US strategic warning system. The data they have
produced suggest that false alarms (even quite serious ones) are a good
deal more common than generally believed, and have apparently in-
creased in frequency. Even more alarming, when the particular events
leading to serious instances of false alarms are examined in detail, is the
evidence that increasing automation of command and control systems
gives rise to a greater number and a wider range of failures and false
alarms.

In response to these trends, academics from a wide variety of disciplinary
backgrounds and national origins have begun to study the magnitude of
the risk that nuclear war might occur by accident. Is this risk (as the
official view would have it) still infinitesimal, or has it reached an alarming
level as a result of the factors mentioned above? The conclusion seems to
be that in all probability the risk has increased substantially, but we lack
the data, methodology and conceptual tools to assess the danger precisely.

In view of this situation there was felt to be a need for an international,
interdisciplinary conference to exchange information and insights on the
risk of accidental nuclear war. A committee was therefore struck to
organize this, comprising representatives from the sponsoring organiza-
tions, and academics engaged in research in the field. '



I
QUANTITATIVE ASSESSMENT OF THE RISK

The first day’s deliberations were devoted to the presentation and assess-
ment of several mathematical models of the risk of accidental war, and to a
general discussion of the utility of a quantitative analysis of risk in this
context. Presentations were made by Ms. Barbara Leonard, Dr. Linn
Sennott, Dr. Brian Crissey, and Dr. Daniel Frei; the commentator was Dr.
Anatol Rapoport.

Barbara Leonard’s paper contained a mathematical model of accidental
nuclear war which she and Bill Rosenberg had developed. The model’s
equations simulate what would happen if a de facto “launch-on-warning”
policy were in effect during a crisis alert. The paper took as its starting
point the assumption that, if an unresolvable alarm were to occur when
the system was in a launch-on-warning state, a war would be triggered.

According to the model the probability of an unresolvable alarm occur-
ring during a crisis is the product of the interaction of four parameters:
(1) the number of days per year that the system is in de facto launch-on-
warning; (2) the length of time available to make a decision; (3) the
number of false alarms per year; and (4) the time required to resolve a
false alarm. Using unclassified American data to estimate these param-
eters, Leonard and Rosenberg made five key predictions. First, on the
basis of a small number of crisis days per year, a 7-minute decision time,
and the existing rate of increase in false alarms, there is a high probability
of accidental nuclear war occurring within the next decade. Second, if the
average time allowed for the resolution of a false alarm is no more than $
minutes, there is a 95 per cent chance of accidental nuclear war within 6
years. Third, if the average resolution time is 2 minutes and there are as
few as 5 crisis days per year, there is still a 50 per cent chance of accidental
nuclear war within 11 years. Fourth, even if it is assumed that an unre-
solved alarm will not trigger a launch without a second confirming signal,
there is still a 50 per cent probability of accidental nuclear war within 16
years. Their final and most crucial finding is that the probability of
accidental nuclear war is dramatically affected by the amount of decision
time available. With only one minute of decision time, there is a risk of
accidental nuclear war occurring in less than a year. With a three-minute
decision time, it is likely to occur within 3 years and with a four-minute
decision time within 14 years.

The paper presented by Linn Sennott outlined two models, one of
overlapping alarms and another of dual phenomenology. Both of these
models build upon an earlier one developed by Wallace, Crissey and
Sennott, which was published in the Journal of Peace Research. Each incor-
porates salient characteristics of NORAD’ Early Warning System.



The overlapping alarms model is based on the assumption that a missile
would be launched if a second false alarm went off before the previous
alarm had been resolved. The model estimates the probability that this
Juxtaposition of alarms would occur, during a given time period, on the
basis of three parameters:

a) the average frequency of false alarms;
b) the average time taken to resolve each alarm;
c) the time interval under consideration.

The model shows that the average length of time until a lethal juxtaposi-
tion of false alarms occurred would be inversely proportional to the
square of the frequency of false alarms. That is, if the number of false
alarms per unit time doubles, the average amount of time before an
overlapping alarm occurs is cut by a factor of four. Assuming a 3.5-minute
false-alarm resolution time, 100 false alarms per year would give a 6.4 per
cent chance of an overlapping alarm during that year. A doubling of
alarms to 200 per year would increase this probability to 23.4 per cent and
tripling the number to 300 per year would increase the probability of
overlapping alarms to 45.1 per cent. (This figure is considerably greater
than that provided by the US Department of Defence.)

Sennotts dual phenomenology model examines the military’s key asser-
tion that false alarms are not as dangerous as they might appear because
of the policy of dual phenomenology, which requires that any indication
of attack by one family of sensors, such as infra-red sensing satellites, must
be confirmed by another family, such as radars. Sennott’s model evaluates
the claim that this form of redundancy would drastically reduce the
likelihood of a “false positive” detection of incoming missiles. It shows
that if “each stream” (satellites, radars) has 200 false alarms per year, the
average time until an alarm occurs simultaneously in both systems is less
than four years. (It is appropriate to note here that Bruce Blair asserted
later in the conference that the “dual phenomenology” doctrine some-
times uses what he calls “strategic warning,” that is, independent informa-
tion from political or intelligence sources that an attack appears to be
imminent.)

Sennott concluded that command, control and communications systems
cannot be made completely secure by technological means and that
detection errors cannot be eliminated. In attempting to eliminate as many
detection errors as possible the military sensors must try to strike a
balance between Type 1 errors, that is, failure to detect an incoming
missile or missiles, and Type 2 errors, that is, detecting a non-present
target. Sennott argued that the proportion of Type 2 errors will increase
as decision time shortens. Most troubling to Sennott was her conclusion
that:

We are reaching a situation of contradiction, namely, the time
available for human intervention in the decision-making process



is shrinking to zero, yet having time for human intervention is
absolutely imperative if we are to avoid catastrophic error — this
problem doesn’t have a technological fix.

Daniel Frei’s paper provided a critical examination of the existing litera-
ture on accidental nuclear war. Rather than construct an empirically
derived theory of the risk of accidental nuclear war, he identified some
unexamined issues. One of the main issues with which he dealt was the
probability of accidental nuclear war, probability being defined as the
combined result of a number of risk factors. Some of these risk factors,
would be independent; that is, the probability of their occurring simul-
taneously is very much lower than their occurring individually. Examples
of a pair of independent risks, which could in tandem lead to accidental
nuclear war, would be a faulty computer chip setting off a false alarm and
a mentally ill submarine commander misinterpreting the data. On the
other hand, some of the risk factors leading to accidental nuclear war
would be interdependent since the failure of one factor may cause the
failure of another. An example of interdependent risks would be an
unintentional missile launch by the United States leading the Soviets to
conclude that they were under a massive attack. The more interdepen-
dent risks there are in the system, the higher the probability of an
accidental nuclear war. The provision of safeguards is intended to create
redundancies within the nuclear-weapons system, and thus make inter-
dependent risks independent. Among such measures, Frei lists double-
key systems, permissive action links and detonation locks.

Dr. Frei pointed out, however, that in real world systems risks are neither
fully interdependent or independent. Thus far the literature has failed to
identify the level of interdependence between the risk factors leading to
accidental nuclear war. Frei argued that in order to achieve credibility
with decision-makers the literature must identify:

. . . precisely which risk factors on the level of weapons technol-
ogy and command and control systems are affected by each
other and the nature of an acute international crisis as compared
to situations of ‘normalcy’, and in what ways are these causal
interrelations structured.

In addition to emphasizing the need for the clear identification of inter-
dependence among risks, Frei also warned that risks cannot be assessed in
a political vacuum, since the current nuclear dilemma is very much the
product of East-West confrontation:

The differences in values separating East and West should not
be neglected nor must it lead to premature and superficial
identifications of common interests. Today’ situation is much
more complex. Also the fact that both East and West wish to
avoid a nuclear war does not necessarily imply that they share
identical ideas about how to control and reduce this risk.



Political considerations had made Frei cautious about the prospect of
measures to prevent accidental nuclear war. He argued that some uni-
lateral measures, such as the West’s removal of Pershing II's from Europe,
or the adoption of a ‘no-first-use’ policy, would exchange the risk of
accidental nuclear war for other risks, such as the Finlandization of
Europe or the break-up of US security guarantees to Europe. In addition,
such unilateral measures might

.invite the Soviet leadership to push forward again by a policy
of fait-accompli, as it has done by deploying the SS-20 missiles, in
order to create “leverage” and produce a “bargaining chip”.

Frei seemed to treat bilateral or co-operative measures with even more
caution. He pointed to the very real cultural differences between East and
West, which might tragically impede successful co-operation. Making use
of a classification developed by Joseph Nye, Frei envisioned three types of
co-operative measures: (i) crisis management, (ii) crisis prevention, and
(iii) long-run stabilization. Frei judged categories (i) and (ii) to be highly
workable, but suspected that “ . . the goal of long-run stabilization may
very probably already go beyond the confines of US-Soviet cultural com-
munity.” He suggested that rather than abandon the goal of long-term
stability, the West should develop a variety of measures to prevent or to
manage crises with the deliberate intention of placing them in a “stabiliza-
tion framework.”

Brian Crissey’s paper, which was accompanied by a live demonstration of
the computer simulation, developed mathematical accidental nuclear war
models by linking them to models of the arms race. This shows that the
probability of accidental nuclear war “evolves” over time as the arms race
proceeds. The model is built on the assumptions that growth in techno-
logical complexity, in the amount of space debris and in the number of
weapons is directly linked to accidental nuclear war: that the probability
of superpower crises is constant over time; and that the strategic window
of decision time remains constant at 8-10 minutes. Even though models of
this sort are not designed to produce reliable values, but rather to allow
the researcher to “play” with alternative assumptions and parameters,
two results of Crissey’s simulation are of interest. First, the model “pre-
dicts” a sharp increase in the probability of accidental nuclear war in the
early 1980s and a slower increase thereafter. Second, the model predicts
that the probability of an accidental Soviet launch is far greater than an
American one.

Anatol Rapoport provided a critique of Leonard, Sennott and Frei’s
papers. He emphasized that in analysing accidental nuclear war, equal
attention should be paid to probabilities and what he termed, “utilities.”
The purpose of risk assessment is to allow decision-makers to make
informed choices between alternatives. This is straightforward only if
numbers can be assigned to the different alternatives in order to reflect
their relative degrees of desirability or undesirability. Utilities are deter-
mined by compounding the values of possible (foreseen) outcomes of our



choices and the probabilities assigned to the conditions which lead to
those outcomes. Thus, the utilities assigned to alternatives in risky situa-
tions can be statistically calculated, if positive or negative numerical values
are assigned to the possible outcomes of such action according to their
relative desirability or undesirability.

Rapoport did not share Frei’s view that probabilities represent the most
crucial dimension of the accidental nuclear war risk problem. He be-
lieved, rather, that utilities are of equal importance and that both must be
numerically expressed if their product, risk, is to be defined. Risk must be
defined numerically if decision-makers are to make unambivalent
choices, since rational choice requires that the alternatives can be rated
statistically.

The probability of a non-repeatable event, such as nuclear war, can only
be estimated. It cannot be precisely defined. The probability of accidental
nuclear war can, however, be more readily assessed because it can be
assumed that the occurrence of accidental nuclear war can be related to
the occurrence of other events which may recur and whose frequency can
be observed. Rapoport noted that Leonard and Rosenberg had related
the occurrence of accidental nuclear war to that of other repeatable
events, such as Missile Display Conferences, Threat Assessment Con-
ferences and frequencies of crises. As probabilities can be assigned to
these events on the basis of their occurrence in a given span of time, and
since an unfortunate coincidence of such events could trigger nuclear
war, a subjective but meaningful probability can be assigned to accidental
nuclear war.

Utilities, as defined by Rapoport to embody desirability, are by their very
nature a reflection of personal values. Thus, even more than with proba-
bilities, any assessment of them is inevitably subjective. Yet if action is to be
taken on the basis of risk assessment, utilities must be determined. Ra-
tional choice of action in a risky situation entails comparison of the
expected utilities corresponding to the various courses of action. Taking
no action is itself considered to be an action; only Sennott’s paper made
this point. Her discussion of Type I and II errors in missile detection
showed that Type I error is to disregard a real attack and the other is to
respond to a false alarm as if it were a real attack.

Rapoport pointed out that Type I and II errors are always complemen-
tary, as there is a trade-off between risks. One risk can be made smaller
only at the expense of making the other larger; reducing the risk of
disregarding a real attack will increase the chances of responding to a
false alarm. In dealing with the risk of accidental nuclear war Rapoport
used the analogy of capital punishment. The abolition of capital punish-
ment ensures that every accused person’s life will be spared, including
those of brutal murderers, in order to eliminate the chance of executing
even one innocent person. The irreversibility of capital punishment is
important to those who wish to have it abolished, since because of this they
assign an infinite negative utility to executing an innocent person. The



risk of miscarriage of justice thus becomes unacceptable, no matter how
low the probability of its occurrence, since the product of the finite
probability multiplied by the infinite negative utility yields an infinitely
negative product.

When this reasoning is applied to accidental nuclear war it follows that no
matter how small the probability of such a war, the negative utility of
wrongfully executing millions of innocent people makes the risk unac-
ceptable. Rapoport argued, therefore, that nuclear weapons should be
abolished on the same basis as capital punishment.

To the abolitionist, the cost of accidental nuclear war is always infinite and
the benefits are always zero. However, an assessment of the probability of
accidental nuclear war may still serve the abolitionist cause and there is
even a possibility that the danger of accidental nuclear war may provide
common ground between decision-makers and abolitionists. Rapoport
suggested that military planners do not like the idea of accidental war
because if war occurs, they want it to happen in the way and at the time
which they have designated.

In further comment on the papers Rapoport said that abolitionists can
draw attention to the way in which various technologies and policies affect
the probability of accidental nuclear war. Leonard and Rosenberg’s paper
had shown how a launch-on-warning policy magnifies the risk of acciden-
tal nuclear war, while Sennott’s paper had linked overlapping false alarms
to accidental war. Frei had pointed out the difference between the inde-
pendent and interdependent risk factors in the way they contribute to the
risk of accidental nuclear war. While adding independent redundant
safeguards to the nuclear system may decrease the probability of nuclear
war, the growing complexity of the nuclear system and the consequent
unforeseen interdependence of its components may increase the risk.

According to Rapoport the abolitionist would do well to stress the two-
sided nature of every risk. Using the analogy of business, where every
investment entails a risk but every non-investment entails an opportunity
lost, he argued that military planners emphasize the risks of dealing with
the Russians but neglect to mention the opportunities lost by not dealing
with them:

What if, just what if Mr. Gorbachev’s proposals for carrying out
the abolitionist’s programme are not a bluff. If they are not, what
is the opportunity loss associated with dismissing them? If they
are a bluff, what is the risk associated with calling it?
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AUTOMATING COMMAND SYSTEMS:
PROBLEMS AND RISKS

The second days deliberations dealt with the dangers posed by the
increasing use of computers in the nuclear command and control process,
and with their inherent inability to provide an “error-free” command
system. Presentations were given by Dr. Severo Ornstein and Dr. Henry
Thompson. The commentator was Dr. Joseph Weizenbaum.

Severo Ornsteins paper gave a detailed account of the limitations of
computers in all their applications, including military decision-making.
He pointed out that, since computers process most information in today’s
weapons systems, computing has taken over from physics as “ . . the
technology at the cutting edge of the arms race.” He suggested that
computing software presents “ . . the most serious and least tractable
problems in using computers in critical applications”, and asserted that
there is no way to completely rectify those problems or to ensure that
“residual problems will not have catastrophic consequences.”

As far as Ornstein was concerned, people had been effectively eliminated
from military decision-making in time of crisis. He believed that people
couldn’t think fast enough to cope with the current level of “decision
density” and that

... if decision-making is based only on simplified summaries
presented by computers, then the ingredients necessary for
informed judgement are absent and you might as well let the
computers make the decision.

He also warned his audience that computers, while extremely fast at some
types of tasks, were slow at others, especially pattern recognition. Central
to Ornstein’s argument was his description of how computers work.
Basically computers execute software which may be defined as “ . . suc-
cessive simple instructions which, when put together in meaningful se-
quences, can perform complex tasks.” A computer’s greatest power is not
to move quickly but to make choices based on designated external or
internal conditions while the program is running. Computers both react
to and act upon the outside world. Most computers do not compute but
process non-numeric information; they apply ad hoc rules more often
than they implement equations. Thus, most computer programs are not
founded on mathematically-precise models, but on other less formal
models, the validity of which it is difficult to test.

As yet computers are capable of limited performance. According to
Ornstein they do not have the ability to think for themselves, or to go
beyond prescribed rules. Although some computers have been given a
few rudimentary skills, their progress, when measured against a “human
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yardstick”, has not been impressive. Researchers have discovered that the
human thought processes are much more complex than originally sur-
mised. Humans make use of a wide range of knowledge in functions such
as pattern-recognition, generalization, learning, and strategy develop-
ment. This knowledge is so wide-ranging that it has still to be fully
catalogued by researchers, and so computers cannot yet come close to
human performance in this area.

Another limitation is that when a computer breaks down, more often than
not it becomes totally useless:

The notion that it will merely be a little sluggish or inaccurate
derives from experience with other kinds of devices where a
worn wheel or axle may indeed degrade performance. When
something goes wrong with a computer, however, it tends to go
berserk, not degrade.

Ornstein challenged the assertion that, even if Star Wars computers broke
down, 95 per cent of incoming missiles would still be intercepted. He
argued that in fact none would be intercepted in the event of a break-
down. Some systems are designed to prevent this sort of total breakdown.
In these systems the effects of errors are somewhat alleviated by isolating
various parts of the program and providing a minimum of restricted
interconnections between the parts. Unfortunately, even these modular
systems cannot be completely protected from breakdown. Furthermore,
computers are notoriously unpredictable in interpreting unanticipated
data. For example, sensors have interpreted the moon rising as an incom-
ing missile. An additional limitation is the personality of the human
operator. Although humans are an integral part of any operating system,
human reactions are frequently ignored by systems designers and super-
seded by military protocol.

Ornstein maintained that the most crucial limitation of computers, how-
ever, arises from the inherent imperfectability of the software. Most of a
computer’s design is contained in the software and when a computer
breaks down this is frequently the source of the problem. While compu-
ters are almost infinitely flexible because of their software, they are also
easy to program incorrectly. Superficially it is easy to fix software prob-
lems, but the more complex a system becomes the more difficult and
expensive it is to deal with these. In fact, a whole technique of “software
maintenance” has arisen to deal with problems as they occur. John Shore,
the author of The Sachertorte Algorithm, has argued that if a car needed as
much attention from the manufacturer as computers do, then the car
would probably be called a lemon!

In order to explain the fundamental problems that software imposes on
systems, Ornstein described the two basic steps of software construction.
First, the researcher studies a problem in the real world, decides which
aspects of it are relevant and devises rules, then formal specifications, to
govern the behaviour of the computer. Second, the researcher takes these
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specifications and writes a program in accordance with them. In large
systems there will be some interaction between these two steps but they
are essentially separate procedures.

Software errors are not always the result of carelessness (for example, a
missing coma). Frequently, errors cannot be discovered until after a
program has been implemented:

The “unforeseen events” that cause trouble are less often unfore-
seen external events than perverse concatenations of perfectly
normal events.

Complex interaction between the various parts of a program can occa-
sionally produce wholly unexpected, erratic results. There are too many
possibilities for interaction in modern computer systems for it to be
feasible to test all of them, so numerous techniques have been developed
to find errors.

Two classes of errors occur in writing programs from specifications. The
first is the “typo” — A Mariner space probe was lost because a period was
put where a comma should have been. The second, the “thinko,” involves
minor errors in reasoning. Most of the latter result either from the fact
that the specifications themselves contain ambiguities or lapses in reason-
ing, or from the problem that English, with all its ambiguities, has become
the language most often used for specifications.

In theory, it should be possible to check a program against its specifica-
tions, but the techniques of “program verification” are not as accurate as
the name would suggest. Ironically, both Greg Nelson and David Parnas,
two top software engineers in this area, have become vocal opponents of
the Strategic Defense Initiative because they believe it is impossible to
build trustworthy software. Although program verification is an impor-
tant and powerful tool, it is not a foolproof solution. In large systems the
full program is never run, since full-scale testing can be embarrassing or
truly impracticable. Consequently many possibilities are never investi-
gated. Smart designers and programmers are the best antidote for bugs,
but they cannot provide a complete solution. Techniques of simulation
also help to identity errors. Here person A writes the specifications for
the original program and then person B writes specifications for a pro-
gram designed to imitate the environment with which the original pro-
gram is to deal. This method is of great help in identifying errors but it,
too, is affected by shared oversights and misconceptions. Having identi-
fied errors, fixing them, especially in large systems in which they are
deeply imbedded, can be a difficult process and may itself create further
problems. For example, the Advanced Research Projects Agency (ARPA)
computer network needed a major redesign after it grew beyond a certain
size.

To cope with the persistence of errors, humans have developed “fault-
tolerance” techniques, based on the idea of building spare parts into a
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system in order to allow it to keep functioning in the event of a single
component breakdown. In computers, however, “fault-tolerance” is more
easily implemented in hardware than in software. If a faulty program is
replaced by an identical copy, the same problem will eventually arise
again.

To meet this difficulty the human programmer is duplicated, and sep-
arate teams write separate programs from the same specifications, on the
theory that,”

... Various teams are unlikely to introduce exactly the same
errors and that by comparing the answers and doing software
voting (the computers compare their own answers) you can
eliminate errors.”

This technique of software “fault-tolerance” involves four major diffi-
culties. First, computers cannot always compare “answers” since much
information is-carried along implicitly rather than explicitly. Second, the
teams are not truly independent, as they are using the same, inevitably
incomplete, specifications and therefore may very well build in the same
wrong assumptions. Third, it is difficult to synchronize machines in order
to compare “answers”. Fourth, specifications are often plainly incorrect
and this technique does not address that.

Ornstein considered specifications to be “the least tractable part” of the
software problem. Very often people don’t know what they want compu-
ters to do, and so cannot define the problem for them to solve. We can’t
say to computers “Protect me!” We must tell them precisely how to do it.

In problem domains there is an excess of detail, some of which it is easy to
overlook. Attempts to deal with this, by having independent teams write
several programs, founder on the difficulty of making any objective
comparison of the results. According to Ornstein, computers are exten-
sions of human intellect and are therefore as limited as their originator, if
not more so:

The point is that we must not expect that computers will safely solve the
problem of the nuclear hair-trigger for us. They won’t. They give the
appearance of relieving human burden, but at the cost of in-
creased chances of catastrophic blunder.

Henry Thompson outlined his concerns regarding automatic decision-
making systems and accidental war. He noted that as yet it is human
beings who would decide to use nuclear weapons, but there have recently
been some suggestions that this should be changed. The proponents of
automatic launch-on-warning systems maintain that such systems would
increase security through improved reliability and greater credibility.
Thompson argued against the implementation of these systems on tech-
nological grounds. Automatic decision-making is subject to the present
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limitations of artificial intelligence, and these are likely to hinder progress
in the design of automatic systems until well into the next century.

Artificial intelligence requires a two-step process: the representation of a
domain of knowledge in computational form, followed by the design and
implementation of algorithms to solve problems. Thompson sees the way
in which decision-making is based on knowledge as imposing a crucial
limitation on the further development of artificial intelligence.

Basically he sees knowledge as lying on a continuum from specialist to
causal. Data at the specialist, structural, compositional or evidential end
of the spectrum has been successfully utilised by artificial intelligence.
Expert systems in word processing, mineral geology, bacterial infection
diagnosis and computer installation are examples of artificial intelligence
applications using specialist knowledge. In each of these systems, knowl-
edge is represented in system specifications by “if-then” rules, and is
manipulated by a variety of mechanized formal inference procedures.
The other end of the spectrum, however, is general, functional, con-
textual, causal, situated or “common sense” knowledge, which entails
understanding of use or significance. As yet the only decision-making
system which uses general knowledge is the human being; artificial
intelligence methodology has been unable to do so. Researchers do not
know how to encapsulate the world in the machine. Of course there is no
absolute division between the two forms of knowledge, but the further
artificial intelligence systems diverge from the specialist end of the spec-
trum, the less successful are the results.

The artificial intelligence systems described thus far can be used for
decision-making only in an advisory capacity. Since they utilise only the
narrow specialist type of knowledge, they would not be good candidates
for automatic launch-on-warning. Nonetheless, proposals to use them in
that way are currently under consideration. Thompson was concerned
that automatic launch-on-warning would empower inadequate machines
to make the most crucial decisions facing humanity. He believed that what
was essentially a political problem should not be delegated to technology.
Flawed as humans are, they are far more capable of making sensible
decisions than the best machine.

Joseph Weizenbaum suggested in his presentation that Ornstein and
Thompson, if anything, probably erred on the side of overestimating the
reliability of computers. He also pointed out that the unreliability of
computers could cause unpredictable consequences; the recent failure of
the computer system of a small US bank had had disastrous effects on the
precious metals market.

He observed that Ornstein and Thompson had failed to note that large
computer systems are incomprehensible in their entireties, and that no
amount of study, simulation, or missile conferencing can overcome this.
Larger computers are not so much deliberately designed as evolved, and
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if their history is lost so is our ability to fully comprehend their logical
nuances. This contributes to the impossibility of understanding the final
workings.

Weizenbaum argued that artificial intelligence cannot make decisions
which are acceptable to human beings. Instead of providing a solution to
computer fallibility, as some claim, it would probably only compound
many of the difficulties of computer systems. He emphasized that gran-
diose predictions concerning artificial intelligence often flout well-recog-
nized principles. Even the advisory artificial intelligence systems
described by Henry Thompson should be approached with caution, since
human operators are wary of overriding the computer’s results and tend
to accept its judgements as automatically correct. The reason for this is
that an employee whose decision to override a computer leads to a
problem is often fired, whereas an employee who follows the advice of the
computer has a convenient scapegoat in the event of error. Weizenbaum
closed by pointing out that while technology has had many impressive
achievements, it has also had an infinite number of unforeseen con-
sequences; any proposal to make nuclear weapons systems more auto-
mated should be resisted on the grounds that it might have unanticipated
catastrophic consequences.
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II1.

NUCLEAR COMMAND AND CONTROL:
GOALS AND PERFORMANCES

The third day of the conference turned to what was perhaps the most
central issue in an assessment of accidental war risk: the nuclear com-
mand systems themselves. There was a discussion of what should be
required of nuclear command systems, and of the degree to which the
existing systems of both superpowers met these standards. Presentations
were given by Dr. Bruce Blair, General Mikhail Milstein, and Mr. Marco
Carnovale; the commentator was Dr. Douglas Ross.

Bruce Blair’s paper outlined the extent to which current US procedures
for dealing with crisis alerts increased the risk of accidental nuclear war.
He began his presentation with the assertion that the superpowers had
overemphasized a cardinal principle of crisis stability, threat, at the ex-
pense of another complementary principle, reassurance, in designing
procedures to reduce the risk of deliberate or accidental nuclear war. The
ways in which threat increases the risk of accidental nuclear war are
vividly illustrated by operational procedures for a crisis.

In peacetime, Blair argued, negative control measures act as safeguards
to prevent the unauthorized or accidental use of nuclear weapons. In time
of crisis, however, the emphasis would clearly switch from negative to
positive control; the military would be more concerned with co-ordinat-
ing their forces and implementing their war plans accurately, than with
maintaining safeguards against the accidental or unauthorized use of
nuclear weapons.

The co-ordination of forces by a legitimate authority would be difficult
due to the variety of weapons systems within the nuclear arsenal. Further-
more, the command system would be so vulnerable that positive control
would be difficult to re-establish after a nuclear attack. Because of this
vulnerability central authority would inevitably be weakened. National
policy officials control the terms of the alert only in a legal sense; there is
too much detail to be handled by central authorities and, in practice, alert
authority resides as low as the level of commander. Because the com-
mander is responsible for the safety of his troops, he is allowed to take
those alert measures which he deems necessary or prudential.

Compounding the authorities’ problem of dealing with a virtually in-
comprehensible amount of detail is the difficulty of maintaining commu-
nications with the field, once alert procedures have been put into effect.
In order to avoid enemy detection, there are progressively stricter rules
against radio transmission the higher the level of crisis alert. Blair noted
the irony of this situation in which the higher the level of crisis, the more
concerned national officials would be about operational interactions, but
the less they would be able to control these interactions. Central au-
thorities would become insulated from the realities of the field. However
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well combat units followed procedures, they would probably not be able to
strike a good balance between negative and positive control. In all likeli-
hood, heightened alerts would translate into escalating mutual suspi-
cions; alert measures would be met with countermeasures, thus creating a
cycle of reinforcing alerts and suspicions.

The superpowers have exacerbated the inadequacies of central control by
the adoption of de facto launch-on-warning. Launch-on-warning appeals
to both sides because it appears to compensate for the vulnerabilities of
their command systems, but Blair argued that this policy is at the heart of
the problem of accidental nuclear war.

Launch-on-warning entails a rapid shift in priorities measured in sec-
onds. The NORAD Commander must decide whether to prepare for, or
prevent, alaunch. He must base this judgement on dual phenomenology,
that is, a combination of strategic warning indicators (classic intelligence
sources), tactical warning indicators (from sensors such as satellite, in-
frared and ground radar) and confirmation by human operators of the
data provided by the sensors. Too much must happen in too short a time
for there not to be a high risk of mistake and so dual phenomenology has
not eliminated the possibility of error.

Furthermore, those who would have to decide whether or not to retaliate
and if so against which target would be under great stress. The few
minutes allowed for a decision and the scant information available would
not provide a clear picture of the attack. There would be no room for
political, moral or even military reasoning, “and in a drill-like at-
mosphere, the risk of inadvertent war due to false alarm, misperception,
or miscalculation can only be heightened.” Blair would eliminate the
perceived need for the hair trigger by designing and implementing a
command system which would survive and could be reconstituted after
an attack. Such a system would bolster deterrence more ably than would
the ability to fire quickly. While the creation of a survivable command
would not be cheap, it is feasible.

Douglas Ross commented on Blair’s paper and on his 1984 book, Strategic
Command and Control. As far as the paper was concerned, he concurred
with Blair’s emphasis on the trade-off between maintaining negative and
positive control and with his major conclusion that the risk of accidental
war would be reduced by devising and deploying survivable command
systems.

Ross believed, however, that Blair’s assertion that the superpowers had
emphasized threat at the expense of reassurance was an overstatement.
He noted that this assertion contradicted Blair’s doubt that the vul-
nerability of its command system would allow the United States to re-
spond to an attack. The American capacity for “overkill” on a first strike
does not guarantee it the capacity for retaliation. In addition to command
system considerations, the US “threat” capacity had strategic
shortcomings.
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Ross suggested that Blair had not addressed the beliefs of many strate-
gists. First was their concern that the Soviets want to develop the ability to
make a pre-emptive strike in time of crisis. If the Soviet Union were
attempting to achieve this strategists would not accept Blair’s aim of a
secure second-strike. Second, many conservatives wanted to have a secure
counterforce capability. Blair’s prescription would not allow for this objec-
tive. While Ross did not espouse these views himself, he believed that they
must be dealt with in any effective political debate.

Ross also noted that having vulnerable command systems undermined
the stability of the relationship between the superpowers. Furthermore,
he felt that there was a lack of political awareness of how urgent this
problem had become.

General Milstein described Soviet strategic policy. He noted that the
Soviet Union had declared a policy of no-first-use and maintained that it
did not entertain the possibility of a limited nuclear war. He rejected the
view of conservative strategists, as described by Ross, that the Soviet
Union was planning to achieve the capacity for launching a pre-emptive
strike and argued that if military targets were attacked, civilians would
also be affected. Milstein asserted that the deterioration in the relation-
ship between the United States and the Soviet Union was extremely
dangerous from a nuclear standpoint. He believed that addressing the
political problems was a necessary pre-requisite to solving the military and
technical problems of nuclear war. He also insisted that security could not
be one-sided and that for one side to have nuclear superiority was de-
stabilizing. He cited Gorbachev’s proposal to remove nuclear weapons, in
three stages, by the year 2000.

Marco Carnovale drew attention to the differences between the intercon-
tinental strategic situation and that in Europe. He pointed out that there
were several irreversible reasons why the European command system was
uncontrollable, and he gave a European perspective on what he consid-
ered the shortcomings of Bruce Blair’s argument for a survivable, secure,
command system.

According to Carnovale the European nuclear strategic situation differs
from the intercontinental situation in eight essential ways. First, the
European defence system has several dual capable systems, in which most
weapons can be used for both short-range and medium-range purposes,
and dual-key systems, where it is difficult to determine which authority
has the final say over launching, the host country or the United States.
Second, command and control in Europe must inevitably be more de-
centralized than at the intercontinental level. Third, the level of complex-
ity of European arsenals is necessarily high. Fourth, Europe’s geographic
proximity to the Soviet Union requires short reaction times. Fifth, the
political and military goals of the allies frequently diverge, even in peace-
time. Sixth, the European weapons systems are characterized by what
Paul Bracken referred to as “uncontrollability”, in his 1983 book The
Command and Control of Nuclear Forces. While Bracken had argued that this

19



ambiguity afforded the system some deterrent value, Carnovale did not
think that this was a good basis for deterrence. Seventh, the European
system has a high degree of operational complexity because a multitude
of actors play roles in its day-to-day management. The European defence
system is also constantly evolving, and even if there were total agreement
on objectives it would still be difficult to keep constant track of all aspects
of the system. Eighth, for geographical reasons, European weapons are
mainly concentrated in a small number of sites. Even when mobile, they
are highly vulnerable to Soviet targetting.

He believed that there were four reasons why the European command
and control system was basically uncontrollable. First, nuclear matters are
difficult for experts, let alone relatively transient politicians, to under-
stand, and this is compounded by the fact that European politicians have
a high rate of turnover: Italy, for example, has had forty prime ministers
since World War Two. Second, it would be impossible to foresee all of the
contingencies which European command systems might have to face.
Given their vulnerability and short reaction times, much would have to be
left to spontaneously-devised solutions. Third, the collective control of
forces by NATO creates problems. If each NATO member has a trigger,
then no one finger is on the safety catch. Conversely, if even one country
has a safety catch, then no one really controls the trigger. There is no
middle way. Fourth, strategists must decide at what level to attack the
Soviet command system. Current NATO policy does not call for attacking
the Kremlin, but for attacking lower levels of Soviet command. This
would cause a problem, for there is no perfect level at which to target the
Soviet command system that would both impair military capability and
still leave a leadership with which to negotiate. Administrative, physical
and informational controls had been in place in Europe for forty years
and had evolved to high levels of sophistication, but nonetheless the
aforementioned problems still remained intractible.

While Bruce Blair had argued for a safe, survivable, flexible command
system, with tight negative and positive control, Carnovale argued that,
from a European perspective, this solution would not be satisfactory. He
agreed that such a system was desirable in peacetime, but suggested that it
was not so attractive during a crisis. He was concerned lest survivable
command made nuclear war thinkable from an American perspective,
because it would enable the United States to survive conventional or
limited nuclear war in Europe.

Carnovale proposed as an alternative that NATO should publicly an-
nounce a threshold which, if it were passed by the Soviets, would release a
countervalue strike. He advocated automating the system and eliminat-
ing conventional weapons. These measures, he argued, would put in
place a system which would have catastrophic consequences if it were to
fail, but which would be extremely unlikely to do so.
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IV.
BEHAVIOUR IN CRISES: ACTING TO REDUCE THE RISK

Speakers on the fourth day of the conference examined the various
strategies used by national actors in conflict and crisis situations, and
attempted to assess which of these were most likely to lead to war, whether
by inadvertence or miscalculation. A major focus of discussion was the
extent to which the problem of accidental nuclear war could be mean-
ingfully distinguished from the problem of war in general. There were
presentations by Dr. Russell Leng, Dr. Martin Hellman, and Dr. Johan
Niezing; the commentators were Dr. John Barrett and Mr. John Lamb.

Russell Leng’s paper summarized a series of five studies on bargaining
strategies between states in times of crisis. The way leaders behave in a
crisis is salient to any discussion of accidental nuclear war, since many
experts have postulated that accidental war would most likely occur
during a crisis. These studies suggest that realpolitik considerations, or
more simply, concern for power, prestige and a national reputation for
resolve, seem to be the chief factors motivating leaders during crises. The
findings also indicate that when national leaders take these realpolitik
considerations to their logical extreme, and ignore similar motivation on
the part of their adversaries, this may result in the undesired outcome,
war. Leng was disturbed by the finding that leaders may respond more to
the realist prescription to show resolve than to the equally important
prescription to act with prudence.

Leng was both encouraged and concerned by how the superpowers had
behaved in past crises. Both sides had been able to exercise prudence and
restraint during the two Berlin crises. During the Cuban Missile Crisis,
the United States at first employed a purely coercive bargaining strategy
against the Soviets and then later precipitated the end of the crisis by
applying a carrot-and-stick strategy. Soviet responses to the initial coer-
cive tactics revealed the danger of utilising brinkmanship in crisis. Leng
added that coercive tactics had become even riskier because of the shrink-
ing gap between US and Soviet capabilities and in light of the finding that
the loser in one dispute is likely to behave more belligerently in the next
dispute with the same opponent. The findings suggested that world
leaders are motivated both by a rational calculation of strategy and by
factors such as pride and personal status. These latter considerations may
explain why statesmen react strongly to overt threats from states of
comparable power and why a loser endeavours to regain face.

Two observations combine to give cause for alarm, especially in con-
frontations between nuclear powers: first, leaders tend to show resolve
rather than prudence; second, such an unrestrained demonstration of
resolve can result in escalation of a crisis. In conflicts between nuclear
powers both sides are somewhat restrained by their awareness of the
dangers of brinkmanship but, paradoxically, each side is also aware of the
restraints that the nuclear reality imposes upon the other. Thus, nuclear
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adversaries may be tempted to “test” each other by using coercive tactics.
This leads Leng to conclude that:

Because these are also likely to be conflicts where there is a good
deal of symmetry in usable military capabilities and, perhaps
most important, motivation, such temptations could also too
easily lead to a disastrous miscalculation, an accidental nuclear
war caused by human error.

Johan Niezing’s paper was concerned primarily with the methodology of
determining risk. It centred on the argument that risk analysis could be a
useful tool in clarifying the basic shortcomings of nuclear strategy, es-
pecially in the assessment of accidental nuclear war. Niezing defined risk
as the product of chance and damage, and maintained that investigation
of both these factors would enable peace researchers to argue more
persuasively. He asserted that while risk analysis cannot allot precise
values in complex areas such as accidental nuclear war, it can identify
some tendencies which increase or decrease the element of risk and thus it
can counteract intuitive arguments which unduly minimize chance. From
this point of view, studies of the structure of accidental nuclear war are a
necessary complement to traditional nuclear strategy. Such studies
should focus on the lack of redundancy in command and control systems
and on the increasing inadequacy of international procedures to prevent
accidental nuclear war. Nuclear strategy would benefit from an assess-
ment of the probable damage of nuclear war in general, and particularly
from studies of indirect or non-military effects, such as nuclear winter.

Niezing pointed out that risk analysis of accidental nuclear war was likely
to evoke opposition in the form of silence or scepticism. Researchers
should anticipate such opposition and seek to address it. Niezing asserted
that risk analysis must analyze not only risk itself, but also the pattern of
risk acceptance. Some people are prepared to accept a high risk of nuclear
war because they perceive that it offers “benefits.” How these benefits are
perceived will frequently be based on intuition or ideological assump-
tions. It is imperative that arguments against such views should not
themselves be based on ideological assumptions, but should rather con-
fine themselves to pointing out inconsistencies in the analysis and show-
ing the ways in which such perceptions are arrived at. He suggested that
the psychology of cognition might be relevant to such a study.

Cognitive theory shows that people block out information which they do
not wish to take in, by various strategies ranging from ignoring to totally
re-interpreting unpleasant information. “Hard” or “non-social” informa-
tion, especially isolated facts, tend to be ignored, and complex sets of hard
facts are trivialized by splitting them into isolated facts. “Soft” or “social”
information can easily be transformed into less-threatening messages.
These denials would not be so disturbing were it not for the fact that a
failure to appreciate the importance of chance may cause great damage.
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Risk assessments must be repeated frequently in order to uncover exist-
ing patterns of risk-acceptance. In doing this, attention should be paid to
the ignoring of hard, non-social information; the fragmentation of com-
plex situations of risk; the misleading reinterpretation of soft, social
information; and the addition of new knowledge to the base of “hard”
and “soft” information. Many individuals, especially policy-makers, have
virtually ignored facts that contradict the “basis of nuclear strategy.” For
example, the electro-magnetic pulse from high-altitude nuclear detona-
tions would probably cripple current US command, control and commu-
nications procedures during attack, and the phenomenon of nuclear
winter could render irrelevant the concept of “limited” nuclear war.

In summary, risk analysis will not produce a definitive assessment of the
risk of accidental nuclear war, but it will allow peace researchers to give
some estimate of its likelihood and the damage it would cause. Such an
assessment may have a persuasive effect on those who would otherwise
deny the magnitude of the risk.

Martin Hellman’s paper modelled the inevitability of nuclear war under
current circumstances. Central to his argument was the concept of
stability:

Stability has always been a critical consideration in the design of
systems ranging from aircraft to national economies. But no-
where is stability more important than in the design of national
defense systems in the nuclear age. Proponents of the MX and
other counterforce weapons systems often justify their proposals
by noting that deterrence in the form of Mutual Assured De-
struction is unstable: even a small-scale Soviet attack would
require an American response which would lead to all out nu-
clear war. Similarly, opponents of these same weapons systems
point to a crisis instability engendered by a “use them or lose
them” mentality.

Hellman noted that each argument had some merit but that the apparent
paradox could be resolved only by differentiating between short- and
long-term stability. Hellman introduced three figures representing physi-
cal models of stability:

Figure (I): Stable, unstable, and metastable systems.

a) Stable System b) Unstable System c) Metastable System
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Figure Iais used by physicists to denote a stable system. There is only one
stable state of the system, which is modelled by the location of the ball at
the bottom of the “potential well.” By contrast, figure Ib denotes an
unstable situation. That is, the ball will only stay on the top of the hill if it is
perfectly centred and completely unperturbed.

The only figure of the three which adequately models the current stability
of the world’s nuclear system is the metastable figure Ic. “In the short-
term deterrence is stable but in the long term it will surely fail. On our
current path, nuclear war is inevitable.”

Hellman used a probabilistic model to show that the “ . . many random
events constantly perturbing the state of the world: coups, civil wars,
natural disasters, regional wars, misinterpretations, C3I false alarms, etc.”
would cumulatively lead to nuclear war. He drew an analogy between
nuclear strategy and officers’ roulette. On the first round your chances of
surviving are good, but if you continue to fire the trigger round after
round your chances of not hitting the chamber with the bullet are
negligible.

He used the Cuban Missile Crisis as an example of how a single decision
could destabilize the world’s nuclear system. President Kennedy’s advisors
had recommended that the US military make a “surgical strike” to remove
Soviet missiles from the Western Hemisphere, but later it was concluded
by these same advisors that, far from correcting the problem, the strike
would have led to a catastrophic world war. Such a strike would have been
enough to dislodge a metastable ball from its perch. In closing, Hellman
argued that the only way to move from a metastable to a stable world
situation would be to abandon war because, by definition, a nuclear world
could not be stable if war remained an accepted part of international
relations.

John Lamb provided a critique of both Hellman’s and Leng’s papers. He
began by noting that the conference had frequently returned to the
proposition that the greatest risk of accidental nuclear war was posed by
crises. The purpose of the present session, which was considering Leng,
Niezing, and Hellman’s papers, was to go further and relate crisis be-
haviour to the prospect of accidental nuclear war. Lamb disagreed with
Hellman’s analogy of nuclear strategy to officers’ roulette. He argued that
one could not ascribe equal weight to each disturbance in the state of the
world, which was what he thought Hellman had done. Crises between
nations are not analogous to turns in officers’ roulette which in each case
has the same set of circumstances and the same probability of leading to a
catastrophe. He did not believe that the danger caused by crises was
cumulative but thought that crises might be cyclical. Lamb did not believe
that nuclear war was inevitable, but he did agree that the world situation
was urgent and that new attitudes and institutions were needed to circum-
vent man’s apparent need to resort to force in solving disagreements.
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Lamb stated that Leng’s paper had addressed the issue of crisis behaviour
most directly, but he suggested that none of the papers had defined
precisely the sort of crisis which would most likely lead to accidental
nuclear war. Did the greater risk lie in a US-Soviet crisis in Europe or in a
US surrogate-Soviet surrogate crisis? Were geographically limited crises
inherently less dangerous than widespread ones? In what ways did par-
ticular kinds of crises interact with the contemporary command system?

Lamb’ major conclusion was that crisis control and crisis prevention, as
well as technical measures to enhance command systems and nuclear
disarmament, should be dealt with in any study of accidental war. In this
area smaller powers could also have a role. Talks on arms transfers should
be rejuvenated, and talks on geographical hot spots where a superpower
confrontation might arise should be regularized. Finally, Lamb thought it
was an attractive idea to make crisis simulation available to top decision-
makers.

John Barretts presentation dealt with Leng and Niezing’s papers. He
began by admitting his interest in arms control and policy analysis as
opposed to events data analysis, of the sort carried out by Leng. He
wondered whether findings from historical data could be usefully extra-
polated to the present and if US-Soviet nuclear parity would affect Leng’s
findings. He was particularly interested in Leng’s finding that the use of
threats as a bargaining strategy by comparably powerful states would
result in war.

Barrett found Niezing’s focus on perceptions to be fruitful. He thought
there might possibly be differences in the cognitive apparatus employed
by those holding different views of contemporary nuclear reality. The
whole theory of deterrence is based on analyses of risk and cost/benefit,
and these should be explicitly explored.

Barrett also appreciated Niezing’s focus on perceptions, especially when
applied toward presenting advice for disarmament in a palatable form.
Here the symbolic as well as the military importance of weapons systems
were significant. Arms control experts could offer more credible alterna-
tives if they succeeded in exposing the adverse psychological effects of
certain weapons systems quite apart from any questions about their
military value. Barrett suggested that workers in the field of arms control
would benefit from having many of the academic works presented at the
conference translated into more practical terms.
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V.
THE HUMAN FACTOR IN ACCIDENTAL WAR

The fifth and final day of the conference was devoted to a discussion of
the role played by human error in creating a risk of accidental war. A
central theme was the difficulty experienced by military and political
institutions in weeding out substandard performers from positions of
nuclear responsibility. A second theme was the problem of leadership
performance in cases of extended deterrence.

Presentations were given by Dr. Bruce Russett and Mr. Paul Huth, Dr.
Lloyd Dumas, Dr. Dean Babst, and Drs. Luc de Seguin and Michel Haag.
The commentators were General Mikhail Milstein and Dr. Russell Leng.

Lloyd Dumas érgued in his paper that human operators were an integral
part of the nuclear military system and that they behaved in specific ways
which introduced an element of unpredictability.

Individual components of the system can be tested fairly readily, but as
they are combined into complex systems it becomes less and less feasible
to test them under realistic operating conditions. We cannot start a
nuclear war in order to make predictions about the system’s reliability.

Dumas pointed out that the behavioural sciences are notoriously weak in
their ability to predict; he used his own field, economics, as an example.
Economics is supposed to be the study of the most rationally-driven of all
human activities, yet economists have difficulty in predicting the be-
haviour of the economy. Thus, disciplines such as psychology and sociol-
ogy, which deal with emotional as well as rational behaviour, are even less
likely to make firm predictions. Yet it is they, rather than economics,
which are most relevant to the behaviour of the human operators of
nuclear weapons. No behavioural science has yet approached the natural
sciences or engineering in its ability to make predictions.

Dumas outlined several aspects of the problem of human reliability in the
nuclear military. He showed that alcoholism, drug addiction and mental
illness were present among military personnel, described how working
conditions could adversely affect the behaviour of employees, and gave
details of the way in which hierarchy and bureaucracy could reduce
human reliability. While he used mainly US examples, since Soviet exam-
ples were rarely available, he suggested that there was every reason to
believe that Soviet problems were as bad, if not worse.

Because alcoholism, drug addiction and mental illness are widespread in
the population as a whole, it is impossible to completely screen these
problems out of a large organization such as the military. A 1982 US
Department of Defense worldwide survey of drug and alcohol abuse
among US military personnel estimated that:
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1) 14% of military personnel were heavy drinkers of alcohol; 9%
were alcohol dependent.

2) 18% of all military personnel experienced one or more “seri-
ous consequences of alcohol use” within the past 12 months
(these include work impairment, physical damage, need for
detoxification, etc.)

3) 42% of DoD personnel had used one or more drugs for
nonmedical purposes.

4) 9% had used drugs other than marijuana in the past 30 days.

Applying these percentages to the total number of US armed forces
personnel led to the conclusion that in 1982, 295,000 personnel were
heavy drinkers, 190,000 alcohol dependent and approximately 190,000
monthly users of drugs other than marijuana.

Alcoholism is known to be a widespread problem in the Soviet Union and
reported estimates of alcohol dependency in the Soviet military vary from
18 to 30 per cent, which would put them on a level comparable with their
US counterparts. In addition, it seems likely that drug problems in the
Soviet military have increased since the invasion of Afghanistan, for
reasons similar to those which caused increased drug use in the US
military during the Vietnam War. The Soviet troops are fighting against
relatively popular Afghan guerrillas who are not directly attacking the
Soviet Union. They are fighting a drawn-out war with ill-defined objec-
tives, in a foreign country, which, like Vietnam, is an opium-producer.

Specific data exist showing the extent of human reliability problems in the
US nuclear military. From 1975 to 1984, approximately 5100 people per
year were removed from ongoing nuclear duties, and roughly two-thirds
of these removals were for drug and alcohol abuse or psychological
reasons.

Working conditions in the nuclear military entail stress, boredom and
isolation which adversely affect normal human beings, let alone those
with drug, alcohol or psychological problems. Workers are placed at
electronic consoles or in silos for hours on end, or sent out to submerged
submarines for months at a time. They are isolated from humanity at
large, and trained to destroy it. Although they are constantly practising
for destruction, they are never allowed to follow through. Each of these
conditions produces stress.

The “dulling effects of routine” are dangerous when operators have to
deal with situations which suddenly become critical. For example, during
the Three-Mile Island nuclear power accident, operators continued their
routine tasks in the face of unusual conditions. Moscow party chief Boris
Yeltsin said that human error was the cause of the Chernobyl accident.

Social psychologist Irwin Altman, has observed laboratory simulations of
isolation. Group isolation, especially on long missions, has been shown “to
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produce performance-reducing stress, increased possessiveness, defense
of space and objects . . . and a greater tendency to personal isolation.”
Overall, these findings reveal that social isolation can be detrimental to
human reliability both on and off the job. This conclusion has been
confirmed by at least one former member of the nuclear military.

A final source of stress is the “familiarity syndrome.” The more ac-
customed to operating a system humans become, the less attention they
tend to pay to ensuring that no serious problems arise. The January 1986
Challenger space shuttle accident, the April 1986 Titan 34D rocket explo-
sion, and the April 1986 Delta rocket failure seem to have “shattered” the
complacency that years of “normal” missions had created. These acci-
dents, however, do not rule out future missions in the way that nuclear war
would almost certainly rule out future nuclear wars.

The final dimension of human reliability dealt with by Dumas is the effect
of bureaucracy. He finds the most serious problem here to be the trans-
mission of valid information from the bottom operational levels of the
military hierarchy to the top. The reluctance of subordinates to point out
their own or their superiors’ mistakes, personal beliefs, rigid world views
and concepts of loyalty have been shown to weaken the transmission of
accurate information to the top. In this way dangerous problems may go
unrecognized.

In business it has been recognized that the reluctance to impart bad news
to the top is a widespread problem.

The consensus seems to be that there are basically two ways to
handle this problem: create an organizational culture, an at-
mosphere of open communication and trust with informal chan-
nels of communication available; sharply reduce the degree of
hierarchy in the organization.

Unfortunately, military organizational practices run counter to these
sorts of reform. In addition to inhibiting upward communication, organi-
zational barriers can also cause downward directives to be distorted,
diverted or ignored:

One spectacular example of this command and control problem
with obvious relevance to the nuclear arms situation, played a
key role in the Cuban Missile Crisis of 1962, probably the closest
the world has yet come to intentionally initiated full-scale nu-
clear war. At that time Soviet Premier Nikita S. Krushchev of-
fered to withdraw the Russian missiles from Cuba if, among
other things, the United States removed its nuclear-tipped mis-
siles from Turkey. According to Attorney General Robert F.
Kennedy, the President had asked the State Department to reach
an agreement with Turkey “on several occasions” over the pre-
ceding 18 months, to withdraw the US Jupiter missiles from its
territory. Apparently, on the last of these occasions (summer
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1962) the President was told by the State Department that it was
unwise to press the matter, but he disagreed and told them that
he wanted the missiles removed. In Robert Kennedy’s words,
“the President believed that he was President and that, his wishes
having been made clear, they would be followed and the missiles
removed . . . The State Department representatives discussed it
again with the Turks and, finding they still objected, did not
pursue the matter. And so the international situation was seri-
ously aggravated at a crucially dangerous point in human his-
tory, not by a conspiratorial plot, not by a mentally-deranged or
drug-addicted military officer, not even by stress, monotony, or
familiarity-induced failure of vigilance, but simply by bu-
reaucratic inertia.

As far as Dumas was concerned, no aspect of the human reliability
problem can ever be fully eliminated: “We cannot circumvent this di-
lemma by turning control over to machines, by somehow automating the
human element out of the nuclear forces. For who designs machines and
who will build them?” This being the case, he argued that we should
exercise two other aspects of our humanity, namely, our wisdom and our
instinct for survival, in order to recognize that “ . . the only effective
military strategy for increasing national security is general nuclear
disarmament.”

Paul Huth and Bruce Russett’s paper reported their research on sixty
cases of “extended deterrence” which had occurred in the international
system since 1880. Deterrence was defined, in this instance, as one nation
threatening the use of force to prevent the first use of force by another
nation. “Extended deterrence”, on the other hand, meant to prevent an
attack on another party such as an ally, client state, or friendly neutral.
These cases of extended deterrence were analyzed statistically, in order to
determine the circumstances under which deterrence was likely to suc-
ceed and the circumstances under which, if it failed, the crisis was likely to
escalate to full-scale war.

The study examined four factors which affected the success of deter-
rence. First, deterrence tended to be successful in cases where the imme-
diate balance of forces favoured the defender. This suggested that the
attacker was probably dissuaded if there seemed little chance of being
able to accomplish a quick fait accompli. However, the long-term balance of
forces, which might ensure a defender’s ability to prevail in a war of
attrition, was not relevant, nor was a defender’s possession or non-posses-
sion of nuclear weapons. Second, ties between the defender state and its
protégé (for example, geographic proximity, alliance, military sales and
assistance, and trade) seemed on the whole to be irrelevant, though
military ties were of some importance before actual interstate bargaining
began. Third, firm-but-fair and tit-for-tat diplomatic military behaviour
was associated with successful deterrence, while either disproportionately
bellicose or disproportionately concessionary behaviour were not. Fourth,
clear-cut victory or defeat in previous encounters seemed to embolden
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attackers to defy the next deterrent threat, whereas previous stalemates
did not.

The study also examined how crises were resolved once deterrence had
failed and the attacker pressed ahead. The crisis was more likely to
escalate to war, and the defender more likely to fight, to the extent that
(1) the defender was geographically close to the protégé and was its ally,
(2) the short-term (and to some extent the long-term) military balance
was in its favour and (3) it had previously followed a firm-but-fair diplo-
matic strategy.

Huth and Russett argued that various elements, including the balance of
power, crisis behaviour and a state’s reputation, all affect the success of
deterrence and whether or not crises escalate to war. They asserted that
avoiding war was not simply a matter of possessing great relative strength
or behaving in a tough, inflexible manner.

They also discussed some differences between the first and second phase,
and their impression that the variables which affected the attacker’
decision to press ahead in the first phase seemed to have less influence on
the defender’s decision to fight once deterrence had failed. However, this
did not necessarily mean that the attacker was generally wrong in its
judgement of the defender; in some instances, the attacker might have
inferred from those variables that the defender was likely to fight, and
backed off. First, the firm-but-fair strategy is associated both with success-
ful deterrence and with escalation to war in a crisis. This suggests that
attackers who ignore firm and fair threats are likely to provoke a re-
sponse. Second, long-term military balance of power is much more im-
portant to the second phase suggesting that whereas an attacker may
press ahead looking forward to a fait accompli, it may be met with a
defender capable and willing to sustain a long war. Third, the relatively
greater role of alliance and geographical proximity in the second phase
suggests that, while the attacker may pay little attention to the fact that the
defender has both a material investment and its reputation at stake in its
protégé, these factors can motivate the defender to fight back, resulting in
escalation to war. Interestingly enough, the defender’s possession or non-
possession of nuclear weapons seems irrelevant and does not affect either
the decision of an attacker to defy deterrence or that of a defender to
resist attack.

To sum up, Huth and Russett’s paper showed the influences which affect
the development or non-development of crises after the employment of
extended deterrence. Since contemporary major power confrontations
are frequently fought through surrogates, this study was important in
providing some insight into the probable setting of accidental nuclear
war.

General Milstein commented on the papers presented by Russett, Huth
and Dumas.
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Concerning Russett and Huth’s paper, Milstein argued that one should be
careful in making extrapolations from conventional to nuclear conflicts.
He believed that “deterrence” had not developed a strategic meaning
before the advent of nuclear weapons, and noted that it would be impossi-
ble to give examples of cases in which the onset of nuclear war provided a
test of the effectiveness of deterrence. He also suggested that a crucial
element in extended deterrence was whether or not it was requested by
the protégé; some cases of extended deterrence might be part of an
imperialistic plan.

Milstein categorically denied Dumas’ assertion that there was any drug or
alcohol problem in the Soviet nuclear strategic forces, though he could
not make any such statement on the Soviet forces in general. He observed
that many of the working conditions in the nuclear forces, such as secrecy
and isolation, were found in other parts of the service.

He agreed with Dumas that the only way to avoid nuclear war is to
abandon nuclear weapons, and repeated his citation of Gorbachev’s pro-
posal to rid the world of nuclear weapons in three stages, by the year 2000.
He concluded that no matter how much command systems are improved,
no matter how well nuclear force personnel are screened, or how well
leaders are educated, as long as there are nuclear weapons there is a
danger of nuclear war.

Russell Leng also provided a critique of Dumas’ and Russett and Huth’s
papers. He believed that Dumas’ work, while important, was still at the
stage of forming hypotheses, and observed that Dumas based his con-
clusions on anecdotes rather than on a systematic statistical overview. This
first stage of research would have to be fully completed before empirical
research could go on to a second, statistical stage.

Leng-observed that Dumas’ opinions converged with those of other re-
searchers. He noted that Dumas’ conference paper, the Russett/Huth
paper and the work of some social psychologists all indicated that a firm-
but-fair bargaining strategy is the best way to avoid war. Neither bullying
nor appeasement are as effective. In addition, finding that the loser in
one crisis is likely to be belligerent in the next crisis is particularly
applicable to chronic crises such as those between India and Pakistan,
Israel and Egypt, or the United States and the Soviet Union. This finding
suggests that leaders get a progressively stronger message that they must
play tough. Using different methods and analyzing different cases, re-
searchers have come to markedly similar conclusions. Leng found statisti-
cal analyses exciting because they lead to similar conclusions even though
they lack the spontaneous appeal of anecdotal works.

The presentation by Haag and de Seguin focussed on the French experi-
ence with nuclear weapons, and attempted to use that experience to
illustrate some general points with regard to the command and control of
nuclear forces. They began by pointing out that the problem of nuclear
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accidents is not confined to that of general war; there are also several
other sorts of accidents to be considered.

First, there is the significant risk of an accident involving a single nuclear
weapon. This danger is not without significance in the French case,
because of the large number of accidents which have occurred involving
French nuclear-capable aircraft and missiles. This is not a specifically
French problem; there is some evidence that the newly-deployed Amer-
ican Pershing IT and cruise missiles are far from completely reliable.

Second, there is the risk of an accident in the stockpiling process. We have
no data concerning this risk, but we do know that weapons-grade plu-
tonium stockpiles are subject to inventory “shrinkage”, indicating a dan-
ger at this stage as well, since the whereabouts of what is unaccounted for
is unclear.

Third, there are the risks involved in the actual manufacture of weapons-
grade plutonium itself, especially at the fast-breeder reactor at Malville. It
is well known that such reactors are much more dangerous than ordinary
pressurized light water reactors.

The French experience also revealed a risk not yet discussed at this
conference — the possibility that civil conflict might result in the illicit
seizure of nuclear weapons by a rebel group. During the “Generals
Revolt” of 1961 some of the rebel forces apparently attempted to seize a
nuclear weapon which was being readied for testing in the Sahara. To
forestall this, the weapon was detonated prematurely.

A further problem for France is that of control. The French command
system is totally centralized; only the personal order of the President of
the Republic can release the “force de frappe.” But in any conceivable
scenario, the President would have less than ten minutes to decide
whether to give the order. To counter with the hollow boast that the
President has “nerves of steel” is to fly in the face of everything we know
about human psychology. The French nuclear doctrine is that of presiden-
tial infallibility, analogous to the doctrine of papal infallibility, except that
in our case “God” is the H-bomb.

Dean Babst’s paper recommended the creation of accidental war assess-
ment centres around the world to be funded in a way commensurate with
the degree of the peril. He asserted that non-nuclear nations could
contribute to the world’s arms reduction efforts by publicizing their own
studies on accidental nuclear war. He noted in particular that com-
puterized analytical models are good tools for assessing the dangers of
accidental nuclear war. They can anticipate dangers, provide quick an-
swers and build increasingly sophisticated scenarios; and they cost rela-
tively little.

A first step in fostering assessment centers has been the creation of the
Accidental War Information Exchange by the Nuclear Age Peace Foun-
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dation in California and the Richardson Institute of the University of
Lancaster in England. The Exchange would act as a co-ordinating service,
build on existing information centres and encourage the release of infor-
mation. Accidental war research would supplement, not supplant, other
efforts to reduce and eliminate nuclear weapons.
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VI

CONCLUSIONS AND RECOMMENDATIONS

The conference participants agreed unanimously that the week’s deliber-
ations had provided a valuable forum for an exchange of views and
information. As someone put it, the problem of accidental nuclear war
reminds one of the parable of the four blind men and the elephant. The
computer scientist, the strategist and the social scientist, the European,
the Russian and the North American, each see the problem through the
prisms of their various disciplinary and national perspectives. Bringing
the different viewpoints together was not only instructive, but generated
an unexpected convergence of ideas. Two examples of this are
noteworthy.

First, it was clear that there was considerable agreement between the
mathematicians and computer scientists on the one hand, and the strate-
gists on the other, that the reduced warning times arising from the
deployment of short-flight time weapons systems had had a severe impact
on the ability of the command system to cope with false alarms. Three
streams of research — one based on mathematical modelling, a second
founded on the known limits of computers and artificial intelligence
systems in duplicating human reasoning, and a third grounded in a
detailed examination of the command systems and nuclear alert pro-
cedures — resulted in very similar conclusions.

Second, there was also a great deal of convergence concerning the type of
national behaviour that was most likely to avert the risk of inadvertent war.
A “firm-but-fair” (or “tit-for-tat”) strategy, combining firmness with con-
ciliation, appeared to be the most efficacious in avoiding crises. Once a
crisis had developed, however, threats were found to be dysfunctional in
avoiding escalation to war. These conclusions were buttressed by three
different sets of research findings: by the Russett/Huth studies of ex-
tended deterrence, the Leng studies of crisis behaviour, and Rapoport’s
research into the computer simulation of conflict behaviour.

But agreement at the conference extended well beyond specific research
findings and conclusions. Believing the danger of accidental war to be
critical, the conference participants drafted a statement in which they
sought to voice their concerns. They unanimously concluded that

the danger of accidental nuclear war is substantial and increas-

ing for the following reasons among others:

1. deteriorating global political relations coupled with lack of
real progress in disarmament and arms control, and the high
frequency of international crises;

2. escalation of the arms race leading to the development and
deployment of destabilizing weapons systems and
technologies;
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3. increasingly complex and unmanageable command and con-
trol systems with reduced warning times demanding deci-
sions and actions on a time scale exceeding human
capabilities;

4. increasing reliance on automated decision-making systems
leading to a greater likelihood of catastrophic error. Measures
must be taken to halt this drift toward unparalleled
catastrophe.

The statement goes on to assert that a number of steps can be taken to
avert the danger, but cautions that “purely technological measures will not
eliminate the risk.”

There was insufficient time to forge a consensus concerning specific
policy measures, and many felt that such an effort was inappropriate
without the participation of officials responsible for policy implementa-
tion. However, a number of participants did make general recommend-
ations which met with considerable agreement.

One recommendation (made most forcefully by Leonard and Sennott)
was that both superpowers should eliminate or prevent the deployment of
weapons systems which have the effect of increasing the load on warning
systems. Deemed to be especially dangerous were short flight-time sys-
tems, such as Pershing I missiles and SLBMs, deployed in the opponent’s
coastal waters. ASAT systems also fall into this category, as their use would
cripple each side’s ability to resolve false alarms quickly.

A second recommendation, emphasized by Blair, was the need for com-
mand systems which could survive a nuclear exchange. The achievement
of such a survivable command capability would remove the danger of
decapitation, thus reducing the incentive to adopt a policy of launch-on-
tactical-warning in time of crisis.

A third recommendation, strongly endorsed by both the strategists and
computer scientists at the conference, warned against the increasing
reliance on automated decision-making in nuclear command systems.
Fallible and uncertain as human behaviour often is, the use of automated
systems in the unpredictable circumstances of a severe crisis would inev-
itably result in a still greater likelihood of failure and more uncertainties,
and thus a greater risk of unintentional war.

A fourth recommendation, made by Crissey, called for additional un-
classified data on false alarms and warning system failures to be made
available to researchers. Until recently, a considerable amount of data had
been made available, but in the last two years or so there had been new
attempts to restrict access to this information. This policy change severely
inhibits a thorough scientific examination of the problem.

A final recommendation called for the creation of some institutional
mechanism to engage in an ongoing study of the risk of war by accident. A
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specific proposal to this effect was put forward by Babst, who suggested
the formation of accidental war assessment centres in different nations
around the world. Others proposed that new studies be funded, and that
a follow-up conference be held with the specific aim of bringing the issues
discussed at the conference to the attention of the officials directly re-
sponsible for policy in these areas.
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