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Foreword

This volume brings together the results of analysis and policy
research undertaken within, on behalf of, or in collaboratlon
with Foreign Affairs and International Trade- Canada over the
past year. Launched in 2001 as part of the response to. the Gov—
ernment of Canada’s Policy Research Initiative, a government-
wide effort to re-create and expand its research capacity, the
Trade Policy Research series is now in its sixth edition.

Previous volumes have traced the debate in trade policy cir-
cles since the watershed developments at the 1999 WTO Minis- -
terial in Seattle, following the progress of the Doha Round,
touching on topical issues, including the surge in regional trade
agreements, and showcasing research and analysis conducted
within the Government of Canada on various aspects of trade
policy and economic globalization more generally.

This year’s volume continues in that vein. Part I provides a
report on a roundtable discussion by international trade experts
on the prospects for the Doha Round, taking into account the
geopolitical and international macroeconomic context, as well
as looming developments on the political calendar.

Part II compiles the papers presented at the conference In-
tegrative Trade between Canada and the United States—Policy
Implications, organized by Carleton University’s Centre for
Trade Policy and Law, Ottawa, December 6, 2006. The papers
in this part examine the implications of the re-shaping of inter-
national commerce through the on-going fragmentation of the
production process for our conceptual understanding of trade
and investment; the issues posed for statistical agencies in grap-
pling with the changing international industrial landscape; and
the implications of these developments for the trade policy
community.

Part III includes two papers addressmg regional trade is-
sues: an assessment of the impact of trade with Canada on US
state-level jobs and output, updating and expanding an earlier
study on this theme included in Trade Policy Research 2004,
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and an assessment of the impact of free trade agreements on
Canada’s automotive sector.

Through this volume, Foreign Affairs and International
Trade Canada seeks to continue to contribute actively to the
discussion concerning the role of international trade and in-
vestment in Canada’s economy and in the global economy more
generally, to continue to work in the spirit of the broader com-
mitment of the Government of Canada to stimulate the devel-
opment of its applied research capacity, and to further develop
links with professional and academlc researchers in the field of
international commerce.

This volume was produced under the guidance of Anthony
F. Burger, Chief Economist, Forelgn Affairs and Intematlonal
Trade Canada. -

The Editor
- Ottawa
March, 2007
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Part I

Multilateral Trade Issues




A New Realism in the Doha Round?
A Roundtable Discussion

John M. Curtis and Dan Ciuﬁak*

On March 2-3, 2006, a group of leading observers of the inter-
national trade and investment scene gathered in Ottawa for an
informal discussion of the prospects for the Doha Development
Agenda in view of the progress in negotiations made at the
Sixth Ministerial Conference of the World Trade Organization
(WTO) at Hong Kong, China, December 2005. The roundtable
discussion was sponsored by the Centre for International Gov-
ernance Innovation at. the University of Waterloo and the Inter-
national Development Research Centre, in coordination with
the Department of Foreign Affairs and International Trade. The
talks focused on the progress of negotiations and the prospects
for an ambitious outcome, taking into account the geopolitical
and international macroeconomic context, as well as looming
developments on the political calendar. This note represents the
Chair's thematic summary of the discussions. As these were
held under Chatham House rules, no attribution is given. Re-
sponsibility for the interpretation of the discussion rests entirely
with the authors. Although the prospects for a successful con-

clusion of the. Round remain in doubt, the analysis is still rele-. /"

vant.

* John M. Curtis was at the time Chief Economist and Dan Ciuriak
Deputy Chief Economist, Foreign Affairs and International Trade Canada.
The views expressed in this Chapter reflect the discussion at the roundtable
and are not to be attributed to Foreign Affairs and International Trade Can-
ada or to the Government of Canada, to the Centre for International Govern-
ance Innovation, University of Waterloo, or to the International Develop-
ment Research Centre. .



Introduction .

With the benefit of now a half-decade's worth of perspective, it
is clear that the Doha Development Agenda was pre-destined to
delay and quite possibly to modest results.

Trade agreements have commercial Ob_]eCtIVGS but the
Doha Round was launched in good measure as an international
political response to 9/11. At the launch date of what became
known as the Doha Development Agenda in November 2001,
the commitments of the Uruguay Round had not been fully im-
plemented, let alone absorbed. The technical groundwork for a
new Round had not been laid; movement on the built-in agenda
mandated in the agreement that concluded the Uruguay Round
had been negligible. And the major looming challenges. for
world trade were to absorb the impact of the then imminent ac-
cession to the World Trade Organization (WTO) of China and
the expiry of the textiles and clothing agreement. - .

Contextually, the Doha Round was launched at a point in
time when the so-called Washington Consensus on economic
policy was unraveling in the wake of a stunning series of
emerging market crises that had begun with the Mexican finan-
cial crisis in 1994. Governance issues were literally exploding
with anti-globalization protests at one international venue after
another.

And two of the key issues in the Round were to be devel-
opment and agriculture; as one indicator of the difficulties
posed by these issues, the need to address them in the multilat-
eral trade system was first noted in a report to Members of the
General Agreement on Tariffs and Trade (GATT) back in 1958
by a panel of leading experts chaired by Gottfried Haberler.
Four rounds have been completed since then; while some disci-
plines were adopted as part of the Uruguay Round outcome, ag-
riculture and development remain major issues:

Complicating matters was the fact that some developmg
countries had come to feel that they had been, in the words of
one observer at the Roundtable, "ambushed" in the Uruguay
Round and were seeking a rebalancing of the results of that
Round (which would of course not be in the interests of con-
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stituencies in the industrialized world such as the pharmaceuti-
cals that had pushed for the Uruguay Round). Nor did it help
that the first concrete steps on agriculture after Doha had been
backward—the European Union's extension of the Common
Agricultural Policy (CAP) in 2003 and the US Farm Bill of
2002 which expanded US agricultural support quite substan-
tially.

Given the scale of the challenges, it is at least arguable that
the Round progressed, all in all, rather well through its first four
years—and indeed not out of line with what in retrospect would
have been reasonable expectations. Consistent with this ex-
pressed optimistic view, the hard slogging in Geneva and vari--
ous Ministerial meetings (plenary and mini) might well have
served to bring expectations into line with a feasible outcome,
finally allowing the Round to enter what one observer termed
an "Age of Realism" in which the final moves toward agree—
ment might be quickly and decisively taken. .

Or not. Contemporary assessment of major events is ham-
pered by the stubborn indeterminacy of the future—which in
small part at least reflects the fact that contemporary assessment
is itself part of the analytlcal feedback that plays into ultlmate
outcomes.

The following is a synthesis of the thoughts and views of
close observers of the trade scene as regards the state of the mul-
tilateral trade negotiations and more generally of the global trade
scene, as they were put forward and discussed in Ottawa shortly
following the Sixth Ministerial Conference of the World Trade
Organization (WTO) at Hong Kong, China, December-2005. -

Is the Round still ""doable"?-

At the roundtable, it was argued that the outcome of the Doha

Round negotiation turns on several inter-related questions:

* whether there is a persuasive commercial case for the round;

* whether a deal can be configured that meets the commercial
objectives, with a reasonable balance of negotiating gains
and concessions for all Members, and that is at the same time
politically feasible; and ‘



* whether such a deal can be put together in time—which for

© practical purposes means by July 1, 2007 when US Trade
Promotion  Authority (TPA) expires, or in such additional
time as might be provided by an extension of the TPA?

Is there a commercial case for the Round?

Who is interested in the Round? In response to this question, it
was noted that the lobbyists do have clients in a number of sec-
tors and that all their clients want a big result from the Round.
So there is business interest. This may be more apparent in the
United States where the trade policy process is more directly
business driven than in Europe, where it is very hard and time
consuming for interest groups to press their views; given the
layering of institutions (national governments, European Bus1-
ness Associations; and the Brussels bureaucracies).

The breadth and intensity of the interest is not clear, how-
ever. Some developing country observers, for example, see an
"interest deficit" in the OECD countries—that is, there is no in-
terest in opening up, especially in agriculture. Thus, it was
noted, the agreement at Hong Kong to limit sensitive sectors to
three percent of all tariff lines provided no assurance of market
access gains since developing countries often have exports con-
centrated in a handful of tariff categories. The three percent
carve-out could cover all areas of interest to many developmg
countries, it was suggested.

And some countries have diametrically opposed interests to
improved market access—their concern is preference erosion, a
major consideration for a large number of the poorest countries.

Accordingly, while it was argued that there is “money in
the Round”, when one tries to pull together a comprehensive
perspective on interest in the Round, the result is a rather con-
fused and not totally persuasive picture.

The political jigsaw puzzle

That being said, it was suggested that the shape of a deal that is
do-able in commercial terms is reasonably well understood. In-
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deed, one observer argued, if the trade negotiators from the top
twenty or so trading economies were to write down their view
of such a deal, there would be a high degree of convergence of
views. The question is whether we can get there politically, do-
mestically and internationally — i.e., is there a feasible solution
in political economy terms?

On the one hand, a deal that would brmg the then 149
WTO Members into the fold would, it was argued, maximize
the pain for the advanced countries, with greater agricultural
reform in the EU and the US than had been forthcoming to date.
It would also require more in the way of market access conces-
sions from the big emerging markets than has been. put on the
table so far. On the other hand, a small deal would reduce the
pain for the advanced countries but would not be saleable either
to the US Congress or to developlng countries, partlcularly the
least developed. :

Much was seen as depending on the Un1ted States and the
European Union.

The situation in the United States was seen as problematic
if the July 1, 2007 TPA expiry deadline were not met since the
case for extension was not there. The gloomy view was that,
with the Administration's approval rating in "free fall", the De-
mocrats had no incentive to bail it out. But some held out hope
that, by January 2007, with Congress re-shaped by mid-term
elections and the unfolding of political and economic events, a
case for extension might be made. “Trade votes, it was pointed
out, have not been won on economic arguments.alone: Foreign
policy and security got us into this mess and will get us out of
this mess". In support of this view, it was noted that, while the
declining polls for the Administration have stimulated protec-
tionist rhetoric in Congress, potential presidential candidates
had largely stayed "above the fray" on trade protectionism. As
well, recalling that the Uruguay Round agreement was reached
shortly after the United States brought in Robert S. Strauss, an
individual with a reputation as a "closer", to hammer out a deal,
some expressed hopes that Ambassador Portman, an individual



who vslras popular in Congress, might similarly be the man of the
hour. : :

As regards the European Union, some questioned whether
the chief EU negotiator could actually go beyond the still-
inadequate package on the table: Is the EU negotiating posture a
charade, it was rhetorically asked? If not, what does Commis-
sioner Mandelson have to do to get a change? In response, it
was pointed out that, while the EU negotiating process is indeed
cumbersome, the history of the Uruguay Round shows that
movement is possible. The 1992 reforms to the Common Agri-
cultural Policy (CAP) engineered by Commissioner McSherry
made the Uruguay Round agreement possible, as Roundtable
participants were reminded. The McSherry plan, it was ob-
served, arose as a result of international pressure placed on
Europe during the Uruguay Round (Blair House being the key
meeting that set up the EU move). Importantly, it was further
argued, the farm situation in France, which has been the key
stumbling block for CAP reform, is changing. Popular sympa-
thy for the CAP had historically been based on the notion that it
helped small farmers; in reality, the CAP funds flow mainly to
large farmers (In fact, it was indicated, the Queen of England
and the Prince of Monaco have been identified as major benefi-
ciaries). This is becoming increasingly understood,” which is
causing a shift in public opinion. The European poor are the
main losers from the CAP and consumer attitudes against high
food prices are hardening. At the same time, French farmers are
becoming aware that they can become competitive (including
through greater use of genetically modified crops). The French
support freer trade by a margin of 60-40, it was asserted, prefer-
ring the movement of goods to the movement of people. The EU
debate is thus changing and chances of a breakthrough should not
to be entirely written off. However, timing is uncertain: as is the
case with tectonic plates, pressure builds up and then there are
sudden shifts, the timing of which is hard to predict.

! Editor's note: These hopes were dashed shortly after the Roundtable
when Ambassador Portman was appointed Director of the Office of Man-
agement and Budget in June 2006.




The question of time

The time required to negotiate a deal must be understood as be-
ing in part a function of the effort provided. Thus, it was argued,
with an injection of some new energy and, given sufficient ef-
fort, a big deal could be put together in a short time.

However, given where the negotiations were in the imme-
diate aftermath of the Hong Kong Ministerial, some saw the un-
official deadline of TPA expiry as, for practical purposes, hav-
ing already been missed. If so, it was argued, public perceptions
and the negotiating dynamic would depend heavily on whether
the US Administration can get TPA extension. With TPA ex-
tension in hand, July 2007 would then be seen as the midpoint
of an extended but live Round; without extension, talks might
continue but July 2007 would be widely interpreted as marking
the de facto failure of the Round: in the words of one observer,
"Without the TPA deadline, things would stop."

To some observers it seemed quite extraordinary that the
whole exercise should depend. on US trade negotiating author-
ity. Amongst the developing countries, it was noted, there is

unhappiness with being in effect "blackmailed" by TPA expiry -

as a deadline for the negotiations.

But others argued that it was 1mportant to take advantage
of the deadline provided by TPA expiry for the good of the mul-
tilateral trade system. Regionalism, it was suggested, is "at the
gates".

Rounds do get done

While there was no clarity regarding the sufficiency of the
‘commercial interests, the existence of a'feasible outcome in po-
litical economy terms, or the sufficiency of time, an optimistic
note was sounded by some observers. It was pointed out that
rounds do get done. To be sure, there is a lot of posturing; but,

in the end, negotiators cut a deal on the basis of what is on the

table. For example, the last three Rounds—Kennedy, Tokyo and
Uruguay respectively—resulted in tariff cuts of about 33 per-

cent, 33 percent, and 33 percent. How hard is it to guess what
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the next number will be? . Realistically, farmers will get their
money, even after an ambitious, successful conclusion to the
Round; it is a question of which "box" the money falls into and
just how trade-distorting the support will be. Ultimately, the
Doha Round may not be a "big" result based on ex ante expec-
tations and hopes; but, it was suggested, when we look back, it
will in fact be seen as a big result. '

What was needed to move things forward was to connect
the various elements of the negotiation—services, NAMA, agri-
culture and other elements—in order-that the trade-offs could
better be framed. In this regard, the Hong Kong Ministerial had
established a useful common deadline of July 31st 2006 for
progress on agriculture and NAMA and for the first real ser-
vices offers. Further, it was noted, the plurilateral approach that
has been adopted for services is happily also a sectoral ap-
proach; this can drive a constructive dynamic and lead to a dif-
ferent kind of negotiation based on sectoral specifics.

To summarize, in response to the question “Is the Round
doable?”, the discussion yielded an -answer that might best be
characterized as “The Round is not undoable.”

Development: the Major Conundrum in the Round

Without a doubt, development has been the most contentious
and ultimately confused aspect of the Round. Some saw this as
a congenital defect in the framing of the Doha Development
Agenda (DDA); according to this view, the Round had been
misconstrued from day one.

Some of the confusion reflects the fact that 1t was, as one
observer put it, “a masterpiece of constructive ambiguity”.

However, it cannot be ignored that the choice in Dubai in
November 2001 had been to have a development round or not to
have a round at all. The Round was launched on the basis that it
would provide a response to the North-South divide that had
emerged from the outcome of the Uruguay Round—regardless
of whether the emergence of this divide was an unintended con-
sequence or a reflection of the power imbalance in the negotia-
tions, a point on which views differed. The problem lies there-
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fore not so much in the origins of the Round as in the lack of
agreement as to what the Round was to deliver with respect to
development. : ‘ .

Trade and Development: Clarifying the Link in the Doha Round

As one observer put it, the term "trade and development” is
somewhat like a Rorschach test: everyone sees something dif-
ferent. To some it means agriculture, to others it means "aid for
trade" (or capacity building), to others it is about preserving
policy space, and to others it is about market access (supported
as necessary by capacity building). That being said, observers
from both the developed and developing worlds argued that
considerable progress had been made in clarifying the ambigui-
ties papered over at Doha. As one observer put it, the use of the
development label for the Doha Round did create confusion but
we are now almost out of those woods: : ,

In this regard, it was argued that the development commu-
nity has come a long way in recognizing that development is
very complex and largely domestic. While trade liberalization is
seen as an integral part of restructuring economies to take ad-
vantage of globalization, the idea of a trade round driving de-
velopment, it was suggested, has the tail wagging the dog. The
practical problems facing the would-be exporter in a typical de-
veloping country—e.g., long delays and theft of goods in tran-
sit—are not matters that the WTO can deal with. Similarly,
WTO rights and obligations represent. only a small part of the
development function—for example, it was noted, it is not the
handful of artists in developing countries who actually have for-

eign sales who need intellectual property. protection but rather

 the thousands who work in the domestic market who do not.
Moreover, it remains difficult to bring development into the
mercantilist negotiating framework of a trade round. For exam-
ple, it was suggested that there was a fundamental lack of co-
herence in the framing of the negotiations: the development di-

mension of trade is identified with market access but market

access also means own progress on policy reforms (since a tax
On mmports is a tax on exports) and the least developed countries
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were to be given a free pass in this regard. It is an optimistic
view, it was suggested, that sound development outcomes could
nonetheless be achieved through greater cooperation between
the World Bank and the WTO processes such as the discussion
of policy frameworks supported by trade-related technical assis-
tance (TRTA) in the context of the "integrated framework". The
integrated framework, it was suggested, is not working. For
one thing, it is hard to sort out when aid is just "aid" and when it
is "aid for trade"—not to mention when it is "new" and when it
is just "re-profiled" existing money (the sense of some observ-
ers is that there is actually little if any new money). It was
pointed out that "aid for trade" would involve earmarking aid,
which goes against the last five years of World Bank policy
against such earmarking. And there is a confusion of pro-
grams—Aid for Trade, Poverty Reduction Strategy Papers
(PRSPs), and Millenium Development Goals (MDGs) are all
overlapping frameworks for disbursement of aid.

Given the current perspective, some observers found it hard
to imagine that the notion of trade ministers delivering "devel-
opment" was ever taken seriously. This would require, it was
suggested, a level of coordination of domestic agencies that is
difficult, and of international agencies that is impossible, to
achieve. A multilateral trade agreement was not going to be the
catalyst for such a coordination of effort. :

In turn, it was argued, this more realistic perspective has
brought a new-found clarity as to what development now means
in the Round. Conceptually, it was argued, the term "develop-
ment" in the Doha Round context must be recognized to mean
development as understood by trade negotiators rather than by
the development community. That is why development in the
Round is associated so closely with agricultural trade; the WTO
is the forum in which agricultural trade is best negotiated and that
is the area where the trade negotiations have the greatest leverage
on the development function—even if agriculture might have
been “oversold” as a development tool. Thus, at a minimum, de-
velopment in the Round means increased market access in agri-
culture, which is what was not obtained in the Uruguay Round
and which continues to be lacking in the Doha round.
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Further, the idea of "policy space", problematic as it may
be to those who see a major benefit to a country from the accep-
tance of trade disciplines, is now accepted. The Hong Kong
Declaration reflected agreement on buy-outs in the TRIMs
agreement for local content, performance requirements and so
forth. This provides practical policy space. It was argued that
we need to "declare victory" in the WTO on this issue and get
on with the real WTO agenda which is market access.

To be sure, it was acknowledged that market access, while
necessary, is not sufficient. A distinction needs to be drawn be-
tween what might be termed "market access" and "market en-
try". Improved market access under trade rules (i.e., through
tariff reduction) can be negotiated but this does not guarantee
market entry which also depends on the ability of an exporter to
comply with the various standards that products must meet
(SPS, TBT, ISO, Walmart specifications, etc.). And the costs of
compliance are high. Capacity to take advantage of market ac-
cess concessions obtained in negotiations is thus also necessary.

However, it was argued that capacity building is really a
sideshow for the WTO, notwithstanding the fact that it has be-
come the centerpiece of the discussion of trade and develop-
ment in the negotiations: the bottom line is that the WTO can-
not provide funds for restructuring but can deliver market ac-
cess, starting with agriculture but including non-agricultural
goods and services. In this sense, the label "deVelopment" has
become a liability for the Round, dlstractlng attention from the
central WTO agenda

Risks to the Multllateral System from A Failed Round

Parad0x1cally, the reappralsal of the role of trade llberahzatlon
in development is taking place at a time when the more dynamic
developing countries have gained a major stake in the multilat-
eral system and the least .developed countries (LDCs) have ar-
guably taken over from the United States and the European Un-
ion as the custodians of the multilateral system. There was a
time when the least developed (LDCs) feared the WTO. Now, it
was suggested, the LDCs have bought into the notion of a rules-
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based system and are happy to play the: WTO game whlle the
developed countries are avoiding engagement.

This situation highlights a problem in the pohtlcal economy
of the Round.

The great byproduct of the trade and development linkage,
it was suggested, has been to force a more sophisticated exami-
nation of the distribution of global welfare gains from liberali-
zation and of the development impacts of particular aspects of
agreements. In the course of this examination, it has become
apparent that LDCs face a real risk of no welfare gains from a
deal due to the negative effects of preference erosion and higher
food prices (the vast majority of LDCs are net food importers).
Indeed, the perverse result of this situation is that the more en-
gaged the LDC is in exports, the greater the welfare loss from
deteriorating terms of trade.

At the same time, it was suggested that the huge beneﬁc1ar—
ies of agricultural liberalization would actually be the industrial-
ized countries, where food prices would be lower. But the
ground work to prepare the case for agricultural liberalization
based on the actual nature of the benefits has not been done.?
Nor, it was suggested has adequate homework been done in the
industrialized nations to explain to farmers what agricultural
trade liberalization means and how government will support
incomes—it is possible, it was pointed out, to be generous to
farmers in non-distorting ways.

Meanwhile it was argued, the major emerging markets—
China, India and Brazil—have not been making the contribution
commensurate with the benefits that they have been getting
from the system. : '

This combination of interests and engagement it was felt
by many at the Roundtable, did not augur a successful conclu-
sion to the Round. The EU and the US will not provide the

2Asa footnote to this discussion, it was noted that thls is not a new
situation: the Uruguay Round launch effort included a visit to Japan to dem-
onstrate the benefit of low food prices. But it didn't work — however, this
effort met with an argument that meat prices in Japan were hlgh because
Japanese consumed so little meat!
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leadership to shore up the multilateral system but the emerging
markets and the LDCs are not ready to take over leadership.
This is problematic since, in the consensus view, there
seems to be no alternative to the multilateral system to address
many key and still unresolved issues that continue to disturb the
smooth functioning of the global trade system. . o
First, an agreement could help clarify systemic questions
raised by the present lack of a coherent view of where the multi-
lateral system is going. The consensus on embedded liberalism
has collapsed. The old multilateral framework based on the
GATT has evolved into something more than just a trade Sys-
tem; as one observer put it, it is at present a strange and unbal-
anced amalgam with the "rights" of one factor of production—
intellectual property—being protected but not others. There is
no consensus on this "system". It is driven by ad hoc, episodic
liberalization, mingling foreign policy with economics—
"episodic ad hocery" one might call it. At the same time, it was
argued. that the broader systemic issues could not be handled
within the WTO negotiations alone. The ability to achieve con-
sensus within a group of 149 Members® is-limited; this con-
strains the areas on which the WTO will be able to move.
Hence labour, investment, etc. cannot be built into the multilat-
eral framework in any significant fashion. Other mechanisms
are needed for these areas. R
Second, without an agreement, the WTO would be weak-
ened as an institution—it would be a ship without a rudder. The
momentum for reform would be dissipated and the WTO’s on-
going role as “overseer” of the multilateral system would be
weakened. ' ‘ : : ;
Third, the dispute settlement mechanism in particular needs
an agreement. Without the "legislative" guidance provided by a
broad agreement amongst the Members, the evolution of the
System would increasingly be based on decisions by the judicial
arm through settlement of disputes. This raises new issues
since, with the expiry of the "Peace Clause" in the Agreement-

3_Edit0r’s note: the number of WTO Members has since increased to
150 with the accession of Vietnam on January 11, 2007.
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on Agriculture, the subsidies agreement also applies to agricul-
ture. The proliferation of RTAs is also affecting the scene for
dispute resolution by providing, in some instances, for a choice
of forum in which to pursue dispute settlement.

Fourth, if the Doha Round were not successful, the scene of
action would shift increasingly to the arena of regional trade
agreements (RTAs).. However, it was noted, RTAs themselves
are embedded in the multilateral system. The WTO is needed to
provide some discipline over the formation and operation of
RTAs, especially in respect of rules of origin (ROOs). Multilat-
eral tariff elimination would of course clean up the ROOs mess.
Moreover, some things cannot be done in bilateral agreements,
in part because of free rider problems and in part because the
big players cannot deal with each other in a bilateral context.
For example, it was noted, the EU and Mercosur have found it
difficult to deal with sugar because of the nature of that market.
This drives RTAs towards small deals. Further, RTAs are not
uniformly successful in leveraging greater trade (south-south
RTAs appear to have had a weak track record) for those that can
conclude agreements while raising a problem of exclusion and
preference erosion for those that cannot. Finally, it was re-
marked that, if trade is about integration.into global supply
chains, RTAs are not helpful, they in fact are the opposite—
they can restrict access. sl G

In short, there is no perfect substitute for the WTO; some
things will get done in the WTO or not at all. The cost of failure
of the Round would be damage to the WTO's credibility which
would represent an important system failure. The resulting drift |
would expose the system to developments, which could include
disruptive change—including protectionist action against China,
significant currency realignments and so forth.

Conclusion
With the window of opportunity for a timely successful conclu-
sion to the Doha Round rapidly narrowing following the Hong

Kong WTO Ministerial, close observers of the international
trade scene underscored the need for a comprehensive agree-
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ment to shore up the multilateral system, identified necessary
next steps to bring about such an agreement and, notwithstand-
ing numerous obstacles, pointed to reasons to believe that such
an agreement could in fact be achieved. At the same time, the
political economy of the Round was not seen as especially pro-
pitious for a successful conclusion; expectations were accord-
ingly being trimmed (e.g., to a “Doha lite” outcome) and an ex-
tended hiatus was seen as a very real possibility, exposing the
system to additional pressures and risks. Any optimism about a
successful conclusion to the Round was thus qualified.

Events over the course of 2006 initially tended to validate
the more pessimistic assessments of prospects for the Round but
subsequently started to reflect the more hopeful views.

It’s never over till its over.
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Part 11

A Conference on Integrative Trade




Integrative Trade: Issues for Trade
Analysis, Statistics and Policy

Christopher Maule*

On December 6, 2006, the Centre for Trade Policy and Law at
Carleton University organized a conference on the theme "Inte-
grative Trade between Canada and the United States—Policy
Implications". The discussion was structured around three main
papers, which constitute the next three chapters of this volume:

= Timothy Sturgeon, "Conceptuahzmg Integrative Trade:
The Global Value Chains Framework", which provides an
overview of the state of development of multi-disciplinary
" research on the evolution of global value chains; )

* Art Ridgeway, "Data Issues on Integrative Trade between
Canada and the US: Measurement Issues for Supply
Chains”, which examines the issues posed for statistical
agencies in grappling with the changzng international in-
dustrial landscape; and :

* Michael Hart and William Dymond, "Trade Theory,

- Trade Policy, and Cross-Border Integration”, which exam-
ined the implications of these developments for the trade
policy community.

This note sets out the background which motivated the organi-
zation of the conference and describes some of the concepts
which shaped the discussions. -

" Professor Emeritus, Department of Economics; c.maule@rogers.com.
The views expressed in this note reflect the views of the author and are not
to be attributed to Foreign Affairs and International Trade Canada or to the
Government of Canada.
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Introduction

International commerce is being re-shaped by the fragmentation
of the production process—the splitting up of the stages of pro-
duction and locating them in different places in the global econ-
omy—and the resulting expansion of trade in intermediate
goods and services and inward and outward investment. Glen
Hodgson refers to this as integrative trade !

In discussing integrative trade, new terms have entered the
lexicon of industry studies, such as outsourcing, offshoring and
supply chain management. Previously, the concepts of just-in-
time production and total quality management were introduced
to the analysis of industries. Do these new terms point to new
phenomena or do they simply represent new labels for familiar
activities? What 1mphcat10ns does mtegratwe trade have for the
statistical agencies charged with measuring international com-
merce? And what issues do these developments raise for the
conduct of trade policy?

To set up the discussion of these issues in the next three
Chapters, this note describes some. of the terms which have
come into increasingly general use in discussing modern inter-
national commerce, looks at how different disciplines address
the ways in which industries are organized to see if they throw
light on policy issues, and notes some of the issues associated
with data sources and what further research might be needed.

Some Terminology
OQutsourcing and Oﬂs*horing

In public discussion, outsourcing refers to situations where
firms purchase inputs from other firms as opposed to producing
the inputs themselves. It is further refined to distinguish be-
tween outsourcing that takes place at home and abroad. Foreign

! Glen Hodgson, “Trade in Evolution: the Emergence of Integrative
Trade,” EDC Economics, March 2004, p. 5. See also Hodgson, “Integrative
Trade and the Canadian Experience,” EDC Economics, May 2004, both
accessed at www.edc.ca. Other references to concepts surrounding integra-
tive trade are found in the conference papers. :
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outsourcing is referred to as offshoring. A further distinction is
made between outsourcing from a plant owned by the firm mak-
ing the purchase or from an independent firm. Thus there are
four possible cases: - : -
1. Firm in Country A purchases from one of its plants in A
2. Firm in A purchases from an independent firm in A

3. Firm in A purchases from one of its plants in COuntry B
4. Firm in A purchases from an independent firm in B

All four cases involve some degree of outsourcing but only
Cases 3 and 4 are offshoring. Cases 1 and 3 involve intra-firm
transactions and transfer pricing but only in Case 3 does transfer
pricing involve international trade: Case 4 involves trade but not
transfer pricing since the transaction is arms-length between
buyer and seller. : : S

In business terms, outsourcing is part of the ongoing
evaluation that a firm’s management makes about whether to
make or buy inputs when determining the most cost efficient
way to organise production. As conditions change in different
markets including changes in technology the make-versus-buy
decision is reviewed. ; _

As examples, offshoring in manufacturing takes place when
a Canadian shoe retailer purchases shoes made either by its sub-
sidiary plant in India, or by an Indian owned manufacturer. In
the resource sector, Alcan supplies its Canadian smelters with
bauxite and alumina from abroad, either from its own plants or
from independent suppliers. It has no option to offshoring for
these inputs as_there are no commercial deposits of bauxite in
Canada, but what Canada has is the energy needed to convert
alumina into ingot. , : « o

Offshoring in the service sector has received much of the
public attention to date, in part because information technology
has made it easier for firms to contract out for service activities
abroad that were previously performed at home. Thus North
American firms locate call centres, software programming . ac-
tivities and finance and accounting functions in countries such
as India and the Caribbean. Technology has made it possible for
many service activities to be much more footloose.
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Public debate has focused on the employment impact of off-
shoring which represents only a part of the economic impact.
There is nothing new about the general process of offshoring
except that technological change now means that it affects a dif-
ferent and wider set of firm functions. In the past textile jobs mi-
grated from North America to Asia due to lower costs in Asia,
today accounting and programming jobs are migrating out due to
lower costs made possible by technological change. In resource-
based activities, such as agriculture and minerals, the extent of
outsourcing depends on where the raw material and its final mar-
ket are geographically located. The statement by Greg Mankiw
that “services offshoring is just another form of trade,” reflects
the situation that technology now allows offshoring for a new set
of activities affecting different occupations than was previously
the case for offshoring manufacturing and resource activities.

Supply Chains

Supply chains describe the stages of production organized by
firms to manage its operations. Managers purchase inputs which
are then converted through value-added stages of the production
process into outputs for sale to other firms as intermediate
goods or to final consumers as end products. For example, steel
firms have a supply chain of inputs that leads to the production
of steel for salé as intermediate goods to automotive and other
firms. Automotive firms purchase steel and other inputs for
manufacture and assembly of cars for sale to final consumers.
Part of manufacturing production involves tangible goods but
production also requires service activities such as R and D, de-
sign, planning, finance, advertising, labour relations, transporta-
tion, and storage. Each of the required inputs of goods and ser-
vices can be subjected to the make-versus-buy supply chain
decision that can influence whether or not it is outsourced and if
outsourced whether it is off-shored. The stages of a typical
firm’s organization are shown in Diagram 1 (below) in terms of
a firm’s primary and support activities, ‘each of which has the

potential to be located in a particular place.
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Diagram 1:
Value Chaln of Firm’s Prlmary and Support Act1v1t1es

I g Strategic Management \
‘ Technology Development
Support (Basic Research, Development, Clinical Testing)
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) Business Services
(Finance, HRM, Purchasing, Marketing)
Resource
Extraction —.Fab-
rication Sub
& Dist-
Final  labytion
Assembly | g After-
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Source: L. Eden. Strategies Of North American Multinationals In The New
Regionalism. At http://www.carleton.ca/ctpl/conferences/index.html#itradeinvest

The supply chain or the successive stages of production for
a firm will vary by firm and industry. The stages are sometimes
referred to as the value chain and thus use is made of such terms
as supply chain management or value (sometimes value-added)
chain management. In economic literature on industrial organi-
zation the term vertical integration is used to describe the sup-
ply chain. Vertical integration refers to the extent to which
stages of the production process are contained within a firm.
Thus supply chain and vertical integration refer to similar as-
pects of a firm and industry. In economics there is an extensive
literature that discusses aspects of vertical integration, while

supply chain management is often used in discussions of busi-
ness policy. :
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Just-in-Time and Total Quality Management

Two other terms used in management literature, just-in-time
(JIT) production and total quality management (TQM), relate to
aspects of the supply chain. JIT refers to the way in which

‘goods move from one stage to another in the production proc-

ess. If the item produced at Stage 1 is required as an input at
Stage 2 of the production process, then Stage 1 output can be
produced and stored ready for use at Stage 2 in which case there
are inventory costs between the stages Alternatively, the out-
put at Stage 1 can be produced just in time for use at Stage 2,
thereby reducing inventory costs. But organizing production in
this way may give rise to other costs. Suppose there is an inter-
ruption in the supply of Stage 1 output, then, with JIT produc-
tion, Stage 2 has to cease operating as there is no inventory to
call on. The reduced costs of holding inventory can be offset by
the risk and costs associated with production stoppages. Inter-
ruption can occur for numerous reasons such as defective parts,
the breakdown of machinery or the failure of deliveries to ar-
rive. If these deliveries involve cross-border shipments then
customs clearance must occur.

TQM refers to the idea that if there is 100% checkmg of in-
puts for quality in production processes then the stages of pro-
duction will flow more smoothly, reducmg or eliminating the
need for inventories of parts at each stage in the process. TQM
supports the functioning of JIT and reduces costs of operating
and managing the supply chain. TQM may involve higher costs
of monitoring product quality but can reduce inventory costs.

Technology and the Supply Chain

Along with economic and population growth, technology has
had an impact on the worldwide growth of international trade in
a number of ways especially relating to transportation and
communications. Lower transportation costs have occurred in
maritime shipping through containerization, in railways with the
use of high speed and unit trains, in pipelines used for liquids
and solids, and in air transportation with jumbo jets and Fedex-
type overnight delivery services.
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In communications, digitization means that information of
all types (print, audio and video) can be coded as digital signals
and shipped by wired and wireless means. Activities that were
previously undertaken within or close to a manufacturing plant
can now be done more cheaply at a distance. Call centres are
located in India and the Caribbean for companies located in
North America and Europe; clerical services for insurance and
financial companies are dispersed around the world; software
programming, consulting, accounting and other service activi-
ties are now more easily traded. The services segment of the
labour force that previously was partly protected from foreign
competition now, because of technology, faces competition
from cheaper labour in other countries. | ,

Activities that were once considered as being non-tradable
are now traded. Examples of non-tradable activities include
services like haircuts, restaurant meals and funeral parlours
where the supplier and customer have to be in the same place,
but even in these cases a customer in one country can travel to
the supplier in another to receive the service. The supply of
medical tourism is precisely this with the patient traveling to
medical facilities in another country and is reflected in the
GATS Mode 2 form of service supply. While some service
items may be difficult to trade, most can be subject to some
form of trade and technology increases the likelihood of trade.

Supply chain changes over time

The term Fordist production refers to the early organization of
vertically integrated automotive firms, a format initially copied
by Toyota and other Asian car manufacturers. With Fordism, the
design of an automobile, manufacture of parts, assembly, sales,
financing and promotion were all conducted by the same firm. It
might have many departments and divisions by functions and
products for its primary and support activities but these were
coordinated domestically and internationally by a head office.
Such a firm could become multinational with some functions and ‘
products undertaken abroad. Many firms in natural resource and
manufacturing developed in this way.
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The same Fordist vertical integration was the case initially
for firms in many service industries such as banking, advertis-
ing and management consulting.. Over time, as a result of
changing costs conditions including the effects of trade barriers
and policies affecting the ownership of foreign direct invest-
ment, the cross-border movement of persons and the licensing
of technology, these vertically related structures became modi-
fied and the supply chain altered as ways were found to reduce
costs.

At the other end of the Fordist spectrum are companies that
own few assets. They design products, arrange for their manu-
facture by others and organize delivery of the products to cus-
tomers who also receive post-sales service arranged by the
company. Dell Computer is one example—see Box 1 below. It
designs computers based on parts such as Intel manufactured
processors, hard disk drives and flat screens produced and as-
sembled elsewhere. Dell receives orders from customers that it
transmits to its manufacturers who in turn order the components
needed to assemble the computers. It then arranges for shipment
and for the provision of call centres to support customers and
provide for warranty service. Production and inventory man-
agement are activities that tie up capital and expose the com-
pany to financial risk as sales fluctuate. By performing only a
few of the vertically related functions and merely coordinating
the others, Dell reduces but does not eliminate its exposure to
risk. Tt has few of the direct costs of production but it depends
on the reliability of suppliers for the quality and timely delivery
of their products. While some costs are reduced there exists the
potential for others to increase. WalMart and Ikea are other ex-
amples of firms that follow this model for some of the products
they sell to consumers. Kenney and Florida (2004) provide
other industry examples of firm locational decisions.

Box 1: In 2005, a Dell laptop was designed in Texas and assembled in
China. It had its keyboard made in China, the motherboard in Malaysia, the
flat screen in South Korea, and the software was compiled in the US, India,
Sweden and Russia. The product label stated “Made in China,” although
establishing nationality seems to be an arbitrary process (Gave, 2005:10)
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In order for a more vertically disintegrated or fragmented ap-
proach to industrial organization to work, an efficient commu-
nications and transportation infrastructure is needed as well as

~ the absence of government policies that impede the cross-border

movement of trade in goods and services. There also has to be a
level of trust between buyer and seller and confidence in the
judicial system to settle fairly any disputes that arise.

These examples illustrate how technology permits different
ways of producing, distributing and coordinating industrial ac-
tivity, that is different ways of organizing an industry’s supply
chain. As change occurs, some goods and services disappear or
diminish in importance such as the typewriter, black and white
television set, and postal services, while others increase such as
email communications and the transfer of digital files of audio,
video and print materials. For example, copies of print encyclo-
paedias still exist but new ones are hard to buy, while online ver-
sions such as Wikipedia are competing with print versions. Each
firm examines it supply chain to see how technology can be in-
troduced to reduce costs and make the firm more competitive.

Offshoring and supply chain management is also related to
policies affecting the movement of labour. If North American
firms outsource clothing manufacture to Latin America and
China because of lower labour costs, one alternative would be
to import labour to North America to do the work. This happens
and is reflected in the temporary work visas given to migrant
workers in North America as well as the inflow of illegal work-
ers; the estimated number of illegal workers in the US is cur-
rently 11 million. In some instances the configuration of the in-
dustry supply chain allows work to be sent to the workers as in
the case of call centres, while in others the workers have to come
to the work as in the case of harvesting agricultural products
where mechanization may not provide as efficient an alternative.

Disciplinary Approaches to Industry Studies

Literature that examines changes in industrial organization can
be found in economics, business administration, geography and
sociology as well as in discussions of trade policy. Each disci-
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pline has its reasons for making such a study and a particular
framework and terminology for its analysis. Students of eco-
nomics, business administration, geography, and sociology study
industries, but through different lenses and for different reasons.
Each examines a series of issues some of which are overlapping
and some unique to the discipline’s focus. One common denomi-
nator is industrial organization, but that term is used for different
purposes. For example, economics stresses issues of competi-
tiveness and efficiency, business administration the overall per-
formance of firms, geography the location of production, and
sociology issues such as industrial development and poverty alle-
viation. Before exploring these disciplinary differences, we out-
line what is meant by some frequently used terms.

Economics

The field of microeconomics contains the subfield of industrial
organization that examines the way in which firms can be
grouped into industries in order to assess the extent of competi-
tion and the consequences for society of competitive conditions,
for example when markets exhibit different degrees of monop-
oly power with the ability to influence pricesz. A main concern
of economics is the efficiency of resource use. Its focus on mar-
ket power is because less competitive markets are likely to result
in a waste of resources from the viewpoint of society as a whole.
Among the main factors considered in industry studies are:
= The importance of economies of scale influencing the ex-
tent of horizontal integration.
= The extent to which firms are vertically integrated thereby
owning stages in the production process, for example in
the oil industry the stages of exploration, production,

2 Industrial organization in economics has two dimensions, the organi-
zation of firms within industries and markets which leads to a focus on com-
petition, and the organization of the firms themselves by functions, by divi-
sions and departments and as domestic and multinational firms. The two are
related in that the efficiency with which a firm is organized will affect its
ability to compete in a market.
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transportation, refining and distribution of refined prod-
ucts for sale to final consumers.

* The degree of product differentiation examines whether a
firm produces one type of product, such as small cars, or a
range of products, such as small, medium and large cars,
trucks and buses. The extent of competition with other
producers can vary depending on the range of products
produced by each producer. This dimension is also re-
ferred to as diversification, but diversification can be both
by product and by regional location. Note, vertical inte-
gration can also be considered a form of diversification by
stage of production as opposed to by end product. The
concept of scope economies is used to help explain the
extent of diversification within a firm.

* The ease with which new firms can enter a market where
the firms may be either newly established or firms in an-
other industry that diversify into a new industry; and the
ease with which failing and other firms can leave the in-
dustry. | ’

Industrial organization is not especially concerned with where a
firm locates the various stages of its production process, an in-
terest that falls more within the economic fields of international
trade and investment. A combination of cost factors associated
with the above four sets of economic conditions and the effect
of political boundaries will be major influences on where activi-
ties are located geographically.

Note that economics distinguishes between an industry and
a market—see Box 2. The cement industry in Canada may be
represented in all regions of the country but it consists of sepa-
rate markets. For example, for reasons of transportation costs,
cement producers in Atlantic Canada and British Columbia will
find it difficult to compete in each other’s markets. This is an
example where scale economies in production may be offset by
freight costs of reaching consumers leading to more and smaller
Plants than might exist in a market with higher population den-

Sity. Distance becomes an important factor in how a firm organ-
1zes 1ts activities. ‘ '
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Box 2 : A market refers to a situation where producers of like products
(goods and services) compete for sales to a common group of buyers. An
industry includes all producers of like products regardless of whether they
sell to the same customers. The restaurant and hairdressing industries have
numerous producers nationally and internationally but each is made up of
many markets where a supplier competes for customers with a limited num-
ber of other suppliers in a geographic space. At the other extreme, the seg-
ment of the software industry that provides operating systems for computers
has only a few producers, Microsoft being the principal one, that supply
customers in all parts of the world. Here the industry tends to coincide more
closely with the market unless government policy creates some barrier to
trade. With the imposition of tariffs, producers tend to locate production
behind the barrier thereby fragmenting the organization of production that
would occur in the absence of a tariff. :

In industrial organization studies, the concept of the miniature replica
effect refers to situations where one or more stages in the production proc-
ess, for example manufacture and assembly in the case of automobiles, is
divided between geographic locations because barriers such as tariffs may
prevent concentrating production in one place and the attainment of scale
economies. With the lowering of tariffs assembly can often occur in fewer
places with trade as opposed to foreign investment servicing different mar-
kets. Trade associated with outsourcing focuses on production of each stage
of the industry’s supply chain with each concentrated in a certain location
(for example shirt manufacture in China) and then shipment to the next
stage. Outsourcing may permit scale economies in the production of each
stage of the supply chain but depends on domestic and/or international trade
to connect with the other stages. Outsourcing is a way of overcoming the
inefficiencies due to the miniature replica effect but can only occur if there
are no artificial barriers to trade.

Business Studies

Faculties of business share many interests with economics but
business studies focus more on factors concerned with manag-
ing the firm, thus they offer courses on topics such as produc-
tion, finance, marketing, strategic plarining, organizational be-
haviour, and advertising and promotion. Their interest is in the
factors leading to firm success measured in terms of return on
investment regardless of whether this is associated with com-
petitive or monopolistic market conditions.
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Discussion of strategic and tactical decision-making and
planning is an important concern of business studies and leads
to examination of the organizational structure of the firm in
terms of factors such as make-versus-buy, outsourcing, offshor-
ing and the extent of vertical integration and diversification. All
these terms relate to the idea of supply management.

Geography

In contrast with the concerns of economics on questions of effi-
ciency and competitiveness, and of business studies with rea-
sons for firm performance, geographers are often more inter-
ested in explaining the location of industrial activities. They
look at the same set of activities but with a different focus. The
economics of agglomeration is used to explain why particular
industries cluster in certain areas, for example film and televi-
sion production in Hollywood and Mumbai, financial services
in London, New York and Tokyo, hard disk drive assembly in
Singapore, semiconductors in Silicon Valley, and the manufac-
ture of clothing in China and Mexico.

The location of natural resource and agricultural productlon
are strongly influenced by resource endowment and climate, but
manufacturing and service activities often require a different
explanation. Any country (location) could have a film industry,
and many do, but production tends to be concentrated in certain
places. The US, India, Egypt, Hong Kong and Nigeria are ex-
amples of locations where a significant amount of film produc-
tion occurs, but the technology required to-make films is widely
available.

Geographers look at the process of agglomeration or the
benefits of grouping similar or related activities in the same
location. Film production requires a wide range of support ac-
tivities such as sets, props, carpenters, technicians, costumes,
hair dressers and makeup persons, stunt performers, animals,
Scenery, composers, and musicians, in addition to producers,
directors and performers. Once production in a location reaches
a critical size these inputs are attracted to the production site
and become available for a number of film companies. The
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benefits of locating in one place provide reasons for the struc-
ture of industry organization that occurs. The contribution of
geography to explaining industry organization is similar and
complementary to the approach taken by economics.

Like other disciplines, geographers focus on the supply
chain or the vertically related stages of an industry’s production
process but with emphasis on where each of these stages is lo-
cated, as opposed to the economist’s concern, for example, with
efficiency and competitiveness. The concepts of vertical integra-
tion and supply chain are similar if not identical although they
tend to be used for different purposes by the different disciplines.

Sociology

Work by Garry Gereffi and others have focused on the organi-
zation of industries (Gereffi, 2005:79)

«__the starting point for understanding the changing na-
ture of international trade and industrial organization is
contained in the notion of a value chain, as developed by
international business scholars who have focused on the
strategies of both firms and countries in the global econ-
omy. In its most basic form, a value-added chain is ‘the
process by which technology is combined with material
and labour inputs, and then processed inputs are assem-
bled, marketed, and distributed. A single firm may consist
of only one link in this process, or it may be extensively
vertically integrated...’(Kogut, 1985:1 5).

Concepts used in this analysis that overlap with other disci-
plines are the significance of transaction costs, the vertical dis-
integration of multinational corporations, core competencies of
firms, the growing international trade in components and inter-
mediate products as opposed to final goods and services, infor-
mation flows and the variation in value chain governance from
markets to hierarchies.

In contrast to the efficiency concerns of economists and the
locational interests of geographers, sociologists have empha-
sized factors that affect ... not only the fortunes of firms and
the structure of industries, but also how and why countries ad-
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vance—or fail to advance—in the global economy.” Their in-
terest is in crafting “...effective policy tools related to industrial
upgrading, economic development, employment creation, and
poverty alleviation. (Gereffi, 2005: 79). The aim is to explain
how particular industries can assist in a country’s economic
development. The extent to which stages in a production proc-
ess can be located regionally provide opportunities for the dis-
persion of production in different parts of the world and to
countries at different stages of economic development.

Other Disciplines

Disciplines such as law and political science also have an inter-
est in industrial organization. Corporations are the principal
form of organization for industrial activities. Corporate and
contract law are vital to an understanding of how firms operate
and do business with each other as are the branches of law deal-
ing with bankruptcy, taxation, labour, the environment, trade,
investment and intellectual property. Politics is concerned with
the concept of power. Corporations are able to exercise power
in numerous ways thereby affecting the sovereignty of states, a
topic examined by political scientists.

Outsourcing, Offshoring and Supply Chains: Data Issues

Public discussion of outsourcing stems mainly from its em-
ployment impact that now, due to technological change, affects
services as well as goods. Debate is reinforced by statements
that industrialized economies are primarily service economies
with around 70% of employment being services related, while
declining employment shares are associated with the manufac-
turing and resource sectors. What does this mean and how is it
measured?

The distinction between goods and services is enthroned in
public debate, in data on production, employment and trade and
In the WTO with the GATT disciplines for goods and GATS for
services. Underlying the distinction are some difficulties. The
production of a good, such as an automobile or a pair of shoes,
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involves the production of tangible objects, while production
involving financial, medical and engineering advice involves an
intangible output. The production of music illustrates a combi-
nation of good and service. When transmitted over the air, a
song is a service; when embodied in a disk, it becomes a good.
Should music then be considered the production of a good or
service or both?

It is not clear that the automobile and shoe examples are
pure goods. If finance, advertising, transportation and ware-
housing are service activities, all are associated with and can
take place within a goods producing firm. If the firm is classi-
fied as goods producing it is because most of its value added
activity is associated with the tangible side of the product and
not with the intangible service inputs. Assume that the firm de-
cides to contract out for some or all of its financial, advertising,
transportation and warehousing requirements thereby reducing
its work force, the final output of the firm may remain the same
but the configuration of inputs used to produce the output has
changed. The firm now out-sources for these services which
when counted separately make it appear that the service sector
has expanded at least in terms of employment.

What has actually happened is that the services once per-
formed within the manufacturing firm are now contracted out
with a contraction of manufacturing employment and an expan-
sion of services employment. Management is continually en-
gaged in reconfiguring the firm’s supply chain in order to re-
duce costs and remain competitive. In so doing the national
economy may appear to become more service oriented when in
fact little has changed. Data on employment by occupations
should provide more accurate information of what has actually
changed. It may well be the case that developments in informa-
tion technology have led to the need for more persons to be en-
gaged in the provision of programming services, the operation of
call centres and the supply of repair services, in which case the
occupational structure of an economy’s labour force may change
with a greater emphasis on services. Some combination of the
needs of new service industries and the reconfiguration of pro-
duction within existing goods producing industries probably ac-
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counts for the larger percentage of persons employed in services,
and the finding that economies are becoming more service ori-
ented. Data should be able to provide a more precise description
and explanation of these. What do the data show?

The answer is not clear but the work needed to prov1de an
answer is set out in a recent report published by the Industrial
Performance Centre at MIT.? It concludes that in the case of the
US, there is an absence of adequate data on services traded in-
ternationally; a similar absence of data on domestic trade in
services; and a lack of adequate data on employment by occupa-
tion and industry. Until such data become available, it will be
difficult to assess accurately the extent of outsourcing and off-
shoring by industry and the trade and employment impacts. The
MIT study notes that the classification system for traded items
includes 16,000 categories for goods versus only 17 for ser-
vices. Similar discrepancies exist for goods and services traded
domestically within the US and for the occupations associated
with goods and services production. Goods trade has always
been easier to measure because a tangible object is involved for
which customs paperwork is required before it can cross a bor-
der to its destination as an import. Exports usually have no such
requirement and their record may depend on surveys taken in
the seller’s country or import data supplied by the buyer’s coun-
try. For example, for goods exports to each other, the US and
Canada rely mainly on import data from the other country.
Measurement of services trade depends largely on surveys con-
ducted in each country with all the problems associated with
ensuring that the surveys are completed”.

The under-reporting of the service sector is tied up in part
with the underground or informal economy whose size varies by
country but even in the case of a developed economy such as
Greece is large. A recent report in the Financial Times (Sept.

* “Services Offshormg Working Group, Final Report,” lead Author T.
J. Sturgeon, September 10, 2006, MIT Industrial Performance Center

http: //Web mit. edu/lpc/pubhcatlons/pdf/IPC Offshoring_Report.pdf.

*In the US the threshold for collecting services trade data has been
$6m per annum for i imports and $8m per annum for exports.
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29, 2006) noted that “Greece suddenly found itself 25 per cent
richer on Thursday after a surprise upward revision of its gross
domestic product, the fruit of a change to national accounts de-
signed to capture better a fast-growing service sector including
parts of the black economy such as prostitution and money
laundering.”

With services, there is considerable domestic and interna-
tional trade conducted for no charge or trade that may be under-
reported. Users of Skype make telephone calls in Canada and
abroad for no charge. Foreign published newspapers and jour-
nals are read for free on the Internet. International calls are
made by using a phone card whose value is probably not cap-
tured in services trade data. These are examples where border
policies have little or no impact on trade. For trade in goods,
borders are a much more significant issue.

Conclusions

A new and complex international commercial landscape is
emerging, which is spawning new concepts and new terminol-
ogy, creating new demand for improved statistical measure-
ment, and raising questions for traditional trade policy and prac-
tice. Itis timely that these issues be aired in Ottawa, as Canada
seeks to consolidate its place in the North American production
platform and enhance its role in the global division of labour.
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Conceptualizing Integrative Trade:
The Global Value Chains Framework

'Timothy J. Sturgeon”

Introduction

The global economy has entered a new phase of deeper, more
immediate integration that is exposing national and local
economies to the winds of global competition as never before.
These winds can fill the sails of our domestic firms and indus-
tries, or blow them away. Peter Dicken (1992: 5) has argued
that an earlier era of ‘internationalization,” characterized by the
simple geographic spread of economic activities across national
boundaries, is giving way to an era of ‘globalization,” which
involves the functional integration of these internationally dis-
persed activities. It is this functional integration that drives our
growing interest in ‘integrative trade.’ _
What is it that enables greater functional integration in the
global economy? Two key differences with the past are rapidly
increasing industrial capabilities in developing countries, capa-
bilities that reside both in local firms and the affiliates of multi-
national firms, and new computer-mediated approaches to real-
time integration of distant activities. These new features facili-
tate international trade in many intermediate goods and services
that have not previously been sent across borders. As a result,
opportunities have opened up for firms to engage with the

" Senior Research Affiliate, Industrial Performance Center, Massachu-
setts Institute of Technology, and COE Research Fellow, Institute for Tech-
nology, Enterprise, and Competitiveness, Doshisha School of Management,
Kyoto, Japan. This paper was prepared for the conference, Integrative Trade
between Canada and the United States — Policy Implications, organized by
the Centre for Trade Policy and Law, Ottawa, December 6, 2006. The views
CXpressed are those of the author and not to be attributed to the Department
of Foreign Affairs and International Trade. ‘

35



global economy—as buyers, suppliers, sellers, distributors, con-
tractors, and service providers—in ways that were impossible
even a few years ago. However, recent changes have created
new challenges and risks, as well as opportunities. The growth
of integrative trade has served to expand the arena of competi-
tion beyond final products to the vertical segments and business
functions within and across industries, raising the performance
requirements for firms that may have been more insulated from
global competition in the past.

The implications for policy are profound. How can work-
ers, firms, and industries be provided with the best environment
for engaging with the global economy? How can we be sure that
enough wealth, employment, and innovative capacity are gener-
ated at home? These are open questions. Even if policy-makers
seek no interventions in the areas of trade or industrial policy,
global integration can make the process of economic adjustment
more difficult because it accelerates the pace of change. Trade
adjustment, education, taxation, innovation, and infrastructure
are all policy areas in which we need to consider the effects of
integrative trade. The problem lies in our shallow understanding
of the process and of its specific effects.

In this paper 1 argue that global integration signals an ur-
gent need to develop new conceptual tools. Effective policy re-
sponses require a clear, detailed, and timely view of global inte-
gration and related economic changes based on solid economic
data. Good economic data also provide appropriate market sig-
nals for companies, workers, students, and educational institu-
tions. Current economic statistics, at both the level of countries
and globally, are clearly not up to the job (see Sturgeon et al.,
2006). But we need more than more and better economic data.
We need to restructure our thinking about mechanisms and out-
comes in the global economy. .

This paper is organized as follows. First, I outline five
trends that are working to accelerate the pace of global integra-
tion. Then, I argue that an understanding of the core ‘dynamics
of global integration requires deep qualitative knowledge of the
details of specific industries. Nevertheless, the results of such
industry-specific qualitative research will remain of limited util-
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ity unless they can be generalized in a way that renders the in-
sights they provide industry-independent. As a way to begin to
fill this gap, I offer the “Global Value Chains (GVC) Frame-
work,” an industry-independent conceptual model that high-
lights two critical aspects of integrative trade that are not cap-
tured by current economic statistics: power and coordination in
the global economy. After presenting the features of the GVC
framework, I go on to focus in more detail on the newest and
most dynamic form of GVC governance: value chain modularity.

Five Trends Driving the Pace of Global Integration

Global integration has a variety of indicators. First and foremost
is a boom in international trade. For example, in 1985 the value
of China’s exports to the United States stood at about US$6.5
billion, less than one percent of total U.S. imports, and trade
between the two countries was roughly balanced. In 2005 the
United States had a trade deficit with China of more than
US$185 billion, and China’s share of total imports had in-
creased to more than eleven percent. Intermediate goods trade is
rising faster than final goods trade, a trend that indicates that
increasing specialization and value chain fragmentation are key
features of global integration (Yeats, 2001; Feenstra, 1998;
Hummels et al., 2001). Another indicator of deepening integra-
tion in the global economy is rising anxiety about the loss of
white-collar jobs in North America and Europe, triggered in
part by India's dramatic and very recent successes in exporting
software and business services (Sturgeon et al., 2006). Even in
fresh food, patterris of production and trade are geographically
extensive, complex, and dynamic. Fruit, vegetables, meat, and
fish are grown and processed around the world and delivered
daily to supermarket shelves in Europe and North America (Do-
lan and Humphrey, 2000, 2001).

These quick examples suggest that change in the global
cconomy is broad-based, and is proceeding with great rapidity.
What are the drivers? There are five trends that are combining

with increasing trade liberalization to accelerate the pace of
global integration: '
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1. The “great doubling” of the global workforce. The end of

the cold war and abandonment of autarkic “import substitut-
ing” development policies in places like India, Russia, and
China have quite suddenly increased the size of the global

“workforce from approximately 1.5 billion to 2.9 billion

(Freeman, 2005). If the energy and talent of these workers
can indeed be effectively tapped (see below), this increase
could prove large and sudden enough to place downward
pressure on wages in both advanced industrial economies
such as the United States and Canada as well as developing
places that have long been part of the global system such as
Latin America and South East Asia.

. Lower costs and greater capacity in global communications

networks. The overbuilding of international data transmis-
sion networks during the “dot.com” boom, as well as ag-
gressive efforts by countries such as India and China to im-
prove their international links and domestic infrastructure,
have contributed to a radical and sudden lowering of the
costs of tapping the workers and industrial capabilities that
reside in developing countries. This has improved access to
the huge pools of low cost but adequately skilled labour that
have recently become available in the global economy.

The standardization, formalization, and digitization of work.
There has been broad application of information technology
to a wide variety of work tasks and business processes (e.g.,
word processing, call routing, inventory management, fac-
tory production). Information technology facilitates both the
fragmentation and relocation of work and the reintegration
of those fragments once tasks are completed (Bardhan and
Kroll, 2003; Berger at al, 2005). As more firms have
adopted information technology it has become more stan-
dardized to facilitate system inter-operation and information
sharing (Levy and Murnane, 2004). The encapsulation of
work tasks into standardized modules (Baldwin and Clark,
2000) eases the movement of work because it reduces the
need for exchanging tacit knowledge and the amount of
training or new capital investment required. Such “modular-
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ity” is now quite common in manufacturing, but advance-
ments are proceeding with great speed in services, in part
because of what has been learned in the realm of manufac-
turing (Gereffi et al., 2005; Berger et al., 2005).

The new, global supply-base. Standardization has also
helped to create new business opportunities for ‘global sup-
plier’ firms that pool capacity for a range of customers (see

" Sturgeon (2002) for examples from electronics manufactur-

ing and Batt et al. (2005) for call centers) Some of these
suppliers are located offshore (e.g., in India, Canada, and

: Ireland), and others have become global in scope, with fa-
~ cilities in both advanced and developing countries. Such

global suppliers specialize in collecting work from other

firms and moving it to its “optimal” location on the globe.

They make it easier for medium-sized and even small firms
to engage in global sourcmg and to locate parts of their
business offshore. -

The rise of the global’ start-up. Because of the above four
trends, it has become possible for start-up firms to set up
global operations from the first day of operation (Breznitz,
forthcoming). Venture capitalists, in fact, are encouraging
this practice (Wilson, 2003; Mieszcowski, 2003; and
Grimes, 2004). Not only does th1s raise the possibility that a

larger share of employment creation from new firm and in-

dustry formation will occur offshore, it also raises questions
about the continued innovative leadership in advanced
economies, since parts of the innovation process itself are
being moved. to developing countries. In industries such as

‘electronic hardware, for example, firms based in North

America have been able to retain (and in some cases regain)
control over the innovative trajectory of some product cate-
gories while moving high volume, labour-intensive, and

~ price- sensitive segments of the value chain to low-cost geo-

graphical locations. The question'is how sustainable this is,
and if a similar pattern can or will emerge in industries that
are just begmmng to become globally integrated, such as
services? ‘

39



The pace of change has emerged as a critical factor in the
recent debate over the effects of global integration on advanced
economies (Bardhan and Kroll, 2003; Blinder, 2005). There are
three basic positions regarding how deepening integrative trade
will affect developed economies such as the United States and
Canada. These are spelled out in very rough terms as follows:
(1) Specialization and innovative leadership will continue to
make developed economies rich, so no policy interventions will
be required (Bhagwati, 2004). (2) Policy-makers only need to
worry if developed economies hive off parts of industries in
which they have comparative advantages, but these negative
effects will likely be small, so all that policy should aim to do is
to compensate losers (Samuelson, 2004). (3) It is entirely possi-
ble for developed economies to lose comparative advantages
over time, so policy-makers should take steps in some instances
to assist existing industries and bolster innovative capabilities
(Gomory and Baumol, 2000). ~

All of these positions suggest that time is required for suc-
cessful adjustment to global integration. Innovation and new
market creation take time to occur, compensating losers is only
possible if there are not too many coming on stream too
quickly, and the erosion of established comparative advantages
might be staunched through policy interventions as long as it
happens gradually. If change occurs with extreme rapidity, it
will be difficult to innovate fast enough, to compensate the
flood of losers quickly enough, or to craft and implement effec-
tive policy measures in time to make a difference. '

The debate over the newest feature of global integration, ser-
vices offshoring, is a case in point. Dossani and Kenney (2004,
32) argue that, in the realm of services, low capital intensity and
the purely electronic form in which many services can be deliv-
ered will drive global integration faster than has been the case in
manufacturing. And because service occupations are widely dis-
tributed throughout the economy, the negative effects of services
offshoring could be more broadly based than has been the case
with the offshoring of manufacturing work (Bardhan and Kroll,
2003). It may be that the flow of work offshore will be suffi-
ciently large and rapid to make adjustment extremely difficult. In
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this view, it is not that the theory of comparative  advantage is
wrong, but “...sometimes quantitative change is so large that it
brings about qualitative change” (Blinder, 2005, p. 2).

" The Importance of Qualitative Industry Case Studies

Because the stakes are so high, we must take global integration
seriously and develop ways of thinking that place the new and
emergent features of the global economy in the foreground. The
venerable intellectual approaches to such questions focus on the
roles of comparative advantage and transnational corporations in
motivating and structuring international trade and investment.
While these concepts have proved to be extremely robust and are
still- valuable, they do not emphasize the fragmentation of the
value chain or the fluid, real-time integration of capabilities in
advanced economies with capabilities in places that were all but
outside of the global economy only two decades ago, such as
China, India, Russia, and Vietnam. In fact, they emphasize the
opposite: national export specialization in final products and the
extension of national advantage, via multinational affiliates, to
places without the domestic capabilities to effectively compete.
We should be concerned that the assumptions embedded in
theories of comparative advantage may blind us to the truer na-
ture of global integration: that industries are becoming globally
distributed and are co-evolving in elaborate and ever shifting
ecosystems that make it unclear where advantage truly lies. If
we are to begin with a fresh sheet of paper, where should we
start? One way is to move beyond aggregate statistics to work
with microeconomic data ("micro-data") collected by govern-
ment agencies. Over the past decade there has been a burgeoning
body of research that relies on government-collected micro-data.
Some of these resources have only recently become available.
There is a host of government programs that collect de-
tailed economic data. Some of these programs, such as the Eco-
nomic Census, use surveys to collect data for publication. Typi-
cally there are more detailed micro-data that underlie the pub-
lished data. The mailing lists for these surveys can also contain
valuable data on the basic characteristics of individual firms and
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establishments. Other programs collect data for the purpose of
administering government programs such as tax collection,
compliance with environmental protection laws, and the like.
For this reason such data are typlcally referred to as adminis-
trative data.” :

One example of how admmlstratlve micro- data have been
made useful for researchers is the US Census Bureau’s Business
Register, which is essentially the sampling frame for the Eco-
nomic Census. Data included are business name, address, a
unique establishment-level identifier, industry, employment,
and the identity of the firm that owns the enterprise. Data about
ownership allow the enterprises in the Business Register to be
aggregated to the firm level. Jarmin and Miranda (2002) have
assembled the Business Register into a time-series for 1976-
2002, referred to as the Longitudinal Business Database (LBD).
The potential of the LBD has just begun to be tapped. For ex-
ample, Bernard, Jensen, and Schott (2005b) link the LBD to the
universe of import and export transactions for 1993-2000, re-
vealing a detailed picture of the characteristics of firms that do
and do not trade and offering a wealth of research possibilities
on how US firms’ tradmg activities and domestlc operatlons are
related.

'Another example from the United States is the Longltudmal
Research Database (LRD), which contains data on all manufac-
turing establishments that were in at least one US Census of
Manufactures since 1963 or one annual survey of manufactures
since 1972. For 1992, the LRD incorporated data for over
378,000 manufacturing establishments (in non-census years the

total is about one-sixth that amount). The LRD contains data

that identify individual establishments, and a high level of detail
on the manufactured inputs and products (outputs) of those es-
tablishments. Identification data include permanent plant and
establishment numbers, industry codes, location, current status,
and legal form of organization. Input data include total em-
ployment, number of production workers, hours worked, labour
costs, materials costs, materials consumed, services and energy
consumed, inventory levels, depreciable assets, and capital ex-
penditures. Product data include receipts (value of shipments,
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value added, value of re-sales); production details (5- or 7-digit
SIC product codes, quantities of production, value and quantity
of products shipped, value and quantity of interplant transfers,
and internal consumption); and exports. Research using the
LRD and other micro-data resources has explored a number of
issues related to global integration, including establishment dy-
namics, job turnover, the effects of international trade, and pro-
ductivity growth. While very valuable, these studies typically
study the entire manufacturing sector and have not yet delved
into the dynamics present in particular industries. :
Researchers have also creatively used micro-data from
more limited data sets to explore specific questions related to
global integration. Harrison and McMillian (2006) and others
have used the parent and foreign affiliate micro-data from the
Bureau of Economic Analysis surveys on multinational firms to
examine the relationship between affiliate activity and US em-
ployment. Swenson (2005) has examined the permanency of
offshore assembly arrangements using extremely detailed data
from United States International Trade Commission (USITC)
reports. Kletzer (2002) has used micro-data from the Displaced
Worker Survey to explore the experiences of workers displaced
from manufacturing industries associated with increased foreign
competition, and has made policy recommendations based on
her findings. These studies are examples of leading-edge quanti-
tative research on the employment effects of globalization. Be-
cause of the paucity of data collected on international trade in
services, however, it is problematic to extend the methods used
by these researchers to services. ' : '
But even micro-data are not enough. The rise in intermedi-
ate goods trade strongly suggests that we have moved beyond a
situation where countries use domestic resources to develop and
export products to the rest of the world. Countries and regions
within countries are not responsible for making products and
Fielivering services in their entirety, but have come to specialize
In particular elements within the larger chain of value-added
activities. As a result industrial output and export statistics pro-
vide a very partial view of where in the global economy value is
created and where it is captured. Specifically, they provide very
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little, if any, insight into the critical questions of how much con-
trol firms and industries in specific places exert over the activi-
ties they and others carry out in the global economy and how
this control is translated into the distribution of gains among
firms, countries, and communities. Because the picture of
global integration provided by trade and investment data is so
incomplete, the causal links to welfare indicators such as em-
ployment and wages derived from macro statistics can be weak
and unconvincing. ‘ '

What is required is deep knowledge of the forces driving
change in specific industries, occupations, and geographic loca-
tions. Even with better quantitative information coming from
analysis of micro-data, the impact of global integration on ad-
vanced economies will be extremely difficult to fully compre-
hend or respond to without a detailed view of how global inte-
gration is intertwined with other aspects of economic change,
especially the automation and computerization of work and the
prevailing characteristics of labour markets and corporate strate-
gies in specific service industries and occupations. The best way
to learn about the interaction of these complex elements of eco-
nomic change is though qualitative research on the trade-offs that
managers of individual firms and establishments in specific in-
dustries face and the choices they make. Ralph Gomory has re-
ferred to industry studies of this kind as “observational science.”!

Over the past 20 years, grounded, qualitative, field-based
research on specific industries has led investigators to a com-
mon set of questions and concerns. As industry after industry
has developed deep connections beyond local and national ju-
risdictions, the practitioners of such “industry studies” have
gravitated toward questions about how the global-scale division
of labour is evolving, what specific roles firms based in differ-
ent societies play in global-scale production networks, and what
the implications of these differences are for the welfare and

! Ralph Gomory is President of the Alfred P. Sloan Foundation. This
comment was made in the course of remarks given at the Industry Studies
Annual Conference in Cambridge, Massachusetts on Dec. 15, 2005.
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economic performance of nations, workers, and communities,
whose prospects and experiences are inherently more territori-
ally bounded. In the 1960s through the 1980s, the multinational
firm embodied the growing disjuncture between the motives of
‘large firms and local communities. The concern was that the
rise of “stateless” multinationals meant the demise of national
industries and a loss of local control. But close observation
shows. us that even the largest firms remain rooted in their home
economies in important ways even as their operations become
global in scope. We are in the midst of a profound transition
nonetheless. Multinational firms have arisen in many countries,
resulting in a deep interpenetration of the global economy,
driven by both outward and inward investment. But it is the ex-
pansion of non-equity ties, often referred to as ‘global sourc-
ing,” that generates the most novel and complex aspects of
global integration. A

Decisions about global sourcing and relocating business ac-
tivities are inevitably made in the context of broader company
strategies related to the development of new products, the pur-
suit of new customers and markets, the adoption of new tech-
nologies and production techniques, and the like. Distinguish-
ing economic changes due to offshoring that displaces domestic
employment from offshoring that does not—for example, when
a firm establishes a presence to gain access to a foreign market
that cannot be accessed through exports—is therefore extremely
difficult to do without speaking directly with the managers
making the key decisions. Even when examining the operations
of a single firm, with full cooperation from management, it can
be extremely difficult, if not impossible, to precisely measure
the employment effects of global integration.

For example, Dossani and Kenney (2005), in their case
study of Company X, an electronic equipment and services firm
with approximately 30,000 employees worldwide, showed that
the geographic consolidation of service-related activities in In-
dia was accompanied by simultaneous consolidation of business
functions and information technology platforms (see Table 1).
In the words of Rafiq Dossani:
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Company X took the opportunity of preparing to outsource to
India to completely re-engineer the way they did their back of-
fice work. In the process of doing this they created new job de-
scriptions and new jobs in-house, new jobs for their:local out-
sourcing partners, and new jobs for their offshore affiliates and
partners. We tried to take a very granular view, to look at job
descriptions, and follow where the work was being done, but
found that this was impossible to do. So, even though we had an
insider to work with and full cooperation, we were unable to
actually look at job content and where that content was moved.
For example, if a job consists of making an entry into a com-
puter, and now it is made on a different platform, routed differ-
ently, supervised differently, it is not the ‘same activity any
1onger.2

Table 1. Thé Context for Offshoring at Company X:

Functional, Technological, and Geographic Consolidation

1) The consolidation of shared services across geographies and depart-
ments, particularly human resources, finance, engineering services and
procurement, into a limited number of global hubs. :

2) The consolidation of ‘enterprise resource planning and customer rela-
tionship management [IT] systems into common platforms using off-
the-shelf technologies and minimizing the usage of legacy applica-
tions. ‘

3) The consolidation of geographical footprints.

Source: Dossani and Kenney, 2005, p. 25.

These methodological challenges should not lead us to
abandon our efforts to gauge the employment effects of global
integration, only to temper our confidence in estimates based on
aggregate data or in the insights gained through qualitative re-
search. Nevertheless, in specific industries and occupations,
qualitative research can provide valuable insights into the real

‘and potential job effects of global integration.

For example, Levy and Goelman (2005) use qualitative
methods to show that only a tiny number of US radiology im-

2 Author interview with Rafig Dossani, February 2, 2005, Stanford,
CA.
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ages are currently read outside of the United States; they con-
vincingly argue that:it is highly unlikely that this number will
increase substantially in the future. The shift from analog to
digital radiology imaging has certainly made the remote analy-
sis of radiology images technically feasible, a fact that has
spurred much hand wringing in the media about radiology jobs
“moving” offshore. Tight labour markets and high salaries for
radiologists, in part due to a cap on federal funding for hospital
residencies, also suggest high potential for the offshore interpre-
tation of radiology images. But because there is a need, in many
cases, for close consultation between radiologist and doctors,
almost all radiology images are read at or very near the.site
where they are taken. Moreover, the high cost of radiology im-
aging equipment relative to the cost of interpretation, the re-
striction of US malpractice insurance to doctors who have done
US residencies and passed US medical board exams, the group
power of US doctors to restrict competition, and Medicare re-
imbursement regulations all work to keep the remote interpreta-
tion of radiology images on shore. ~

Because of these “institutional” factors, Levy. and Goelman
found that virtually all of the very small number of radiology
images that are read offshore are read by radiologists who com-
pleted their residency and passed their board certification in the
United States. For example, a US board certified radiologist in
Sydney, Australia, can work days reading images generated at
night in the United States. An'understanding of such industry-
specific factors, and their interaction, requires deep knowledge
of specific industries and occupations that can only be gained
through qualitative research methods.

As these examples show, industry case studies have the po-
tential to reveal some of the deeper dynamics, and limits, of
global integration. One core finding from this research is that
firms from advanced industrial countries have played a central
role in driving and shaplng global integration. In India, firms
that provide IT services interact with clients from around the
world on a daily or even hourly basis to provide them with the
Packages of services they need (Dossani and Kenney, 2003). In
horticulture, large retailers have worked closely with exporting
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companies in Africa and Central America to obtain products
that meet.their ever-increasing demands for variety, food safety
and speedy delivery (Dolan and Humphrey, 2001). In autos, ad-
vanced country suppliers such as Magna, Bosch, Lear, and Ya-
zaki have set up global operations to support the network of fi-
nal assembly plants that automakers have established to- serve
local markets (Sturgeon and Florida, 1999; Sutton, 2005). In
electronics, lead firms such as Alcatel, Nortel, and Hewlett
Packard have outsourced production to a set of huge, globally
operating contract manufacturers including Celestica, Flextron-
ics, Hon-hai, and Solectron (Sturgeon, 2002). In consumer
goods and apparel, foreign companies do not merely buy what
China produces and then resell it to North American consumers
__Wal-Mart alone imported $15 billion worth of goods to North
America from China in 2003—they actively shape the industrial
transformation that has made the rise of China possible (Gereffi,
1994; Feenstra and Hamilton, 2006). The vast majority of ex-
porting factories in Mainland China are run by firms from other
economies such as Taiwan, Korea, Australia, Europe, Japan,
and the United States; and most make products according to the
detailed specifications set by non-Chinese firms such as Wal-
Mart, Costco, Dell, and Nike. Clearly we need to look beyond
trade and investment statistics to find out where the power in
these global-scale production arrangements lie, and how these
arrangements are changing. :

Julia Lane of the National Science Foundation has likened
the current state of qualitative industry research to the study of
the natural world in the 16" and 17" centuries.” Curious re-
searchers made detailed notes and drawings of what they could
see of the vastness and variety around them, but there were few
mechanisms for compiling the findings of individual research-
ers into larger pools of knowledge that could reveal broad pat-
terns. Comparison of results came haphazardly with personal

3 These remarks were made at the MIT Working Group on Services
Offshoring Workshop, held in Cambridge, Massachusetts on October 28,
2005. ' .
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communication between scholars and in the few forums, such as
the British Royal Society, where researchers could present and
debate their results. In this way classification systems gradually
came into being and some of the mechanisms at work in nature

“were revealed.

Similarly, industry researchers have now had several dec-
ades to present, publish, and debate their research results, and
more effort is now shifting to the construction of classification
systems and to a search for the mechanisms that work to create
the variety observed in the field.

The findings show that global integration is expressed dif-
ferently in different industries and places. The precise patterns
and effects of global integration, therefore, depend in large part
on the technical and business characteristics that prevail in spe-
cific industries, and upon social and institutional characteristics
of the places in which the nodes of global industries are embed-
ded. For example, some industries, or parts of 1ndustrles are
easier to fragment and globalize than are others.

What is needed now is a generic theory to explain the dif-
ferent patterns and to predict the outcomes associated with
them.

From Global Commodity Chains to Global Value Chains

A pioneering step toward the development of- an industry-
independent, firm-level theory of global governance was taken
in a chapter that Gary Gereffi wrote for the 1994 book he edited
with Miguel Korzeniewicz, Commodity Chains and Global
Capitalism, entitled ‘The Organization of Buyer-driven Global
Commodity Chains: How U.S. Retailers Shape Overseas Pro-
duction Networks.’ Building on the work of Hopkins and
Wallerstein (1977, 1986), who highlighted the power of the
state in shaping global production systems, or ‘global commod-
ity chains’ (GCCs), exercised in large part in the form of tariffs
and local content rules at the point where goods and investment
crossed borders, Gereffi broadened the focus of the GCC
framework to include the strategies and actions of firms. Ger-
effi’s framework laid out four key structures that characterize
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and shape GCCs (input-output, geographic, governance, and
institutional) but one, governance, received the most attention,
both from Gereffi and his immediate co-authors and from the
many others that have made use of the GCC framework.*

One reason for the shift of focus to firm-level governance
was the restricted ability of states to set tariffs and local content
rules because of trade liberalization. However, Gereffi was-one
of the first scholars to argue convincingly that trade openness
alone cannot explain the creation of industrial capabilities in
developing countries. The best example of this is export-
oriented industrialization in East Asia. It is commonly observed
that the rapid growth of exports from developing countries has
come with increased trade openness in the West. This is indeed
a necessary condition for the export-oriented development that
has been characteristic of the world’s fastest growing econo-
mies, such as Taiwan, Korea, and China. But this development
path has also been influenced and enabled by the competitive
strategies of American, European, and Japanese firms, which
established local operations, identified local firms as suppliers,
transferred skills and technologies to them, invested in them,
sold advanced equipment and services to them, and consistently
ordered from them in a manner that pressured them to increase
their industrial, technological, and logistical capabilities. As a

4 The first two structures mentioned by Gereffi, input-output and
geographic, are largely descriptive. Firms, and the larger networks and in-
dustries to which they contribute, can be described as an amalgam of value-
added activities. Through simple, if painstaking, observational research, each

of these activities can be located, both organizationally and geographically, \

yielding the first two of Gereffi’s four structures. Governance and institu-
tional structures are causal of the first two, and so require theoretical expla-
nation. Institutional influences on the organizational and geographic struc-
tures in global chains remain to be adequately theorized, though literature
from the field of political science on varieties within capitalism provide
some guidance at the level of national-level institutions (e.g., Hall and
Soskice, 2001). But clearly, supra-national institutions, such as the trade
rules set in the context of the World Trade Organization, can have strong
effects on the geographic and organizational patterns observed in global
chains. .
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result, developing countries, especially in East Asia, were able
to establish and upgrade a critical set of domestic technological
and industrial capabilities with great rapidity. Liberalization has
enabled the growth of international trade, but without the push
from advanced economy firms seeking to tap capabilities in de-
veloping countries, the cross-border flows of goods and services
would surely be more modest,.in terms of both total volume and
technological content, than they are today. Because firms from
advanced economies.have done so much to create capabilities in
developing countries, they continue to control and guide many
of the key industrial resources in the global economy, even
those that they do not own. S

Clearly, some firms exercise a greater degree control over
the shape and extent of global production networks than others.
The shift in focus was from the state to the actors in the chain,
and their interrelationships, especially the relative power that
“lead firms,” the firms that place orders in global production
networks, are able to exert to influence the actions of their af-
filiates and trading partners. Specifically, the GCC framework
as adapted by Gereffi developed a key distinction between
global chains that are “driven” by two kinds of lead firms: buy-
ers and producers. The GCC framework usefully focused atten-
tion on the powerful role that large retailers, such as Wal-Mart,
and highly successful branded merchandisers, such as Nike,
have come to play in the governance of global production and
distribution. Although “global buyers” typically own few, if
any, of their own factories, the volume of their purchasing pro-
vides them with a huge amount of clout among their suppliers,
power they have wielded: to specify in great detail what, how,
when, where, and by whom the goods they sell are produced.
Extreme market power has also allowed global buyers to extract
price concessions from their main suppliers. Supplier firms
have responded by locating more of their factories in:low-cost
locations and working hard to extract price concessions from
their own, upstream suppliers. . o

The GCC framework contrasted such “buyer-driven” .
chains with “producer-driven” chains, dominated by large
manufacturing firms such as General Motors and IBM. Put sim-
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ply, producer-driven chains have more linkages between affili-
ates of multinational firms, while buyer-driven chains have
more linkages between legally independent firms. Underlying
this distinction is the notion that buyer-driven chains turned out
relatively simple products, such as apparel, house wares, and
toys. Because innovation lies more in product design and mar-
keting rather than in manufacturing know-how, it was relatively
easy for lead firms to outsource production. In the more tech-
nology- and capital-intensive items made in producer-driven
chains, such as autos and complex electronics, technology and
production expertise were core competencies that needed to be
developed and deployed in-house, or in tightly affiliated “cap-
tive” suppliers that could be blocked from sharmg them with
competitors.

Since Gereffi’s seminal work was pubhshed in 1994 trans-
national giants have changed quite dramatically, outsourcing
many activities and developing strategic alliances with competi-
tors. In short, they have become less vertically integrated and
more network-oriented. Better global standards in the realms of
business processes and product characteristics, and the heavy
application of information technology in areas such-as design,
manufacturing, service provision, supply-chain coordination,
and materials management, have enabled increased outsourcing
in producer-driven chains and made it possible, and more com-
pelling, for firms to use these systems to streamline the linkages
between buyers and suppliers in both producer- and buyer-
driven chains. The result has been broad and rapid shifts in
chain governance, where producers have become more buyer-
like through outsourcing, and where the capabilities required to
serve global buyers have been escalating rapidly. Today, global-
scale networks of legally independent firms no longer make
only simple items, but technology- and capltal intensive goods
and services as well.

Because of these changes, there was a need to move beyond
the GCC framework. Field research in a range of global indus-
tries revealed convergence in global value chain structure toward
external networks, but not all of these industries were labour in-
tensive, and this demanded more network types than buyer-
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driven. Specifically, there are four new features in the govern-
ance of global-scale production networks that stimulated us to re-
conceptualize the key variables in global chain governance:

* Improvements in information technology and industry-level
standards were enabling the codification of complex infor-
mation, which in turn was easing the way for network forms
of organization in technology-intensive industries.

® Flexible capital equipment was enabling the pooling of tech-
nology- and capital-intensive production in the same way
that labour-intensive production could be pooled, again eas-
ing the way for network forms of organization in technology-
intensive industries. ' -
® Sophisticated supply-chain management tools were pushing
labour-intensive industries up the technology curve.
® Increased outsourcing by manufacturing firms, and increased
involvement in product definition by retailers (private label)
were blurring the distinction between buyers and producers.
So work began to develop a new theory for understanding,
explaining, and predicting firm-level governance pattérns in the
global economy. The result was the Global Value Chains
(GVC) framework, developed by a network of scholars, practi-
tioners, policy-makers, and NGO activists over a period of sev-
eral years.” The central questions we asked were: How are spe-
cific industries coordinated at a global scale? What are the key
variables that contribute to these governance patterns? What
patterns of global value chain governance can be expected when
these variables change? It is our attempt to answer this last
question that set the GVC framework apart. Instead of a static
typology, we sought to develop an operational - conceptual
model. In other words, changing the value of the variables
should yield distinct and predictable patterns of global value
chain governance. ‘ .

. See http://www.globalvaluechains.org for a summary of the GVC
Initiative as well as a list of related researchers and publications. :
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To sum up, the GCC framework was extremely ‘valuable
‘because it shed light on the new and powerful role that retailers
and branded merchandisers were playing in global production
networks. But the producer/buyer-driven typology was static. It
provided no mechanisms to account for shifts in barriers to net-
work entry brought on by technological change or firm- and in-
dustry-level learning. As empirical changes forced us to take a
more dynamic view of the governance patterns in global pro-
duction network, two things became clear: )

1) there was a convergence of chain governance away from the
producer-driven variant toward external, non-equity net-
works, and ' o , j

2) the buyer-driven type could not characterize all of the net-
work types being observed in the field. '

The Global Value Chéins Framework -

The GVC framework was first published in an article entitled
“The Governance of Global Value Chains’ in the journal Review
of International Political Economy (Gereffi, Humphrey, and
Sturgeon, 2005). The article sought to both account for the re-
cent observed changes in the organization of the global econ-
omy and to build a more theoretically-grounded approach to
explaining and predicting firm-level governance patterns in
geographically separate economic activities. As such, we were
consciously extending and refining the GCC framework. -

The GVC framework is a tool kit for understanding how
activities are linked across great distances in the global econ-
omy. The main object of inquiry is the nature and content of the
link between value-added activities. For simplicity’s sake, we
began with two kinds of firms, lead firms, or order makers, and
suppliers, or order takers. Much of the literature that seeks to
create governance categories by examining the linkages be-
tween buyers and sellers in the global (or local) economy iden-
tify only two options: market or hierarchy (Williamson, 1975).
Firms either invest offshore directly or buy goods and services
from foreign firms. A smaller body of literature has noted the
prevalence of network forms of organization where there is
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some form of “explicit coordination” beyond simple market
transactions but which fall short of vertical integration (Powell,
1990; Adler, 2001) While the insights from this “network” lit-
erature are useful, our field research convinced us that not all

- networks are the same. We identified four kinds of transactional

linkages between lead firms and suppliers, market, modular,
relational, and captive, and summarized all manner of intra-firm
linkages as hierarchical. This yields five types of linkages,
which, assuming that all linkages in a given chain of activities
are governed similarly, aggregate into five ideal types of GVC
governance. In essence, the GVC framework specifies three
types of network governance (modular, relational, and captive)
along with the two traditional modes of economic governance
(markets and hierarchies). The characteristics of the five GVC
governance types are summarized in Table 2.

6 Obviously, in the real world, a given value chain will display a mix of
governance forms. To complicate matters further, in-house linkages can also
take a variety of forms.
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Table 2. Five Forms of Global Value Chain Governance

1. Markets. Markets are the simplest form of GVC governance. GVCs gov-
erned by markets contain firms and individuals with little interaction beyond
exchanging goods and services for money. The central governance mecha-
nism is price. The linkages between value chain activities are not very
“thick” because the information that needs to be exchanged and knowledge
that needs to be shared are relatively straightforward. ‘

2. Modular value chains. This is the most market-like of the three network-
style GVC governance patterns. Typically, suppliers in modular value chains
make products or provide services to a customer's specifications. Suppliers in
modular value chains tend to take full responsibility for process technology
and often use generic machinery that spreads investments across a wide cus-
tomer base. This keeps switching costs low and limits transaction-specific in-
vestments, even though buyer-supplier interactions can be very complex.
Linkages are necessarily thicker than in simple markets because of the high
volume of information flowing across the inter-firm link, but at the same time
codification schemes and the internalization of coherent realms of knowledge
in value chain “modules,” such as design or production, can keep interactions
between value chain partners from becoming highly dense and idiosyncratic.

3. Relational value chains. In this network-style GVC governance pattern
we see mutual dependence regulated through reputation, social and spatial
proximity, family and ethnic ties, and the like. The most obvious examples
of such networks are in specific communities, or “industrial districts,” but
trust and reputational effects can operate in spatially dispersed networks as
well. Since trust and mutual dependence in relational GVCs take a long time
to build up, and since the effects of spatial and social proximity are, by defi-
nition, limited to a relatively small set of co-located firms, the costs of
switching to new partners tends to be high. Dense interactions and knowl-
edge sharing are supported by the deep understanding value chain partners
have of one another, but unlike the codification schemes that enable modular
networks, these “short-cuts” tend to be idiosyncratic and thus difficult and
time-consuming to re-establish with new value chain partners.

4. Captive value chains. In this network-style GVC governance pattemn,
small suppliers tend to be dependent on larger, dominant buyers. Depending
on a dominant lead firm raises switching costs for suppliers, which are “cap-
tive.” Such networks are frequently characterized by a high degree of moni-
toring and control by the lead firm. The asymmetric power relationships in
captive networks force suppliers to link to their customer in ways that are
specified by, and often specific to a particular customer, leading to thick,
jdiosyncratic linkages and high switching costs all round.

5. Hierarchy. This governance pattern is characterized by vertical integra-

tion (i.e., “transactions” take place inside a single firm). The dominant form
of governance is managerial control.




6. The exclusion of suppliers from the chain. If there is low complexity and
a high possibility for codification, and suppliers still do not have the capa-
bilities to meet the-requirements of buyers, then it is likely that they will be
excluded from the chain. While this does not generate a global value chain
type, per se, it is a situation that is quite common, and with requirements for
suppliers increasing, perhaps increasingly likely to occur (Sturgeon and Les-
ter, 2004).”

When would we expect each of these five governance
forms to occur? From our field research, reading, and discus-
sions, we have identified three key variables:

1) the complexity of the information exchange required to com-
plete the transaction;

2) the degree to which the information can be expressed for-
mally, or its codifiability; and

3) the level of competence in the supplier relative to the trans-
action.

The three variables are summarized in Table 3.

J—

7 1t is the exclusion of developing country suppliers that has moti-

vated us, more than any other factor, to construct this theory of global value
chains. If the framework can help to make sense of value chain governance
patterns, then it can be used as a basis for the development of more effective
policies for industrial upgrading, especially those aimed at rectifying situa-
tions of supplier exclusion.

57




Table 3. Three Key Variables in Global Value Chain Gov-
ernance

1. The complexity of transactions. More complex transactions require greater
interaction among actors in GVCs and thus stronger forms of governance than
simple price-based markets. Thus, complex transactions will likely to be asso-
ciated with one of the three network governance patterns (modular, relational,
or captive) or integrated within a single firm (hierarchy).

2. The codifiability of transactions. In some industries schemes have been
worked out to codify complex information in a manner in which data can be
handed off between GVC partners with relative ease, often using advanced
information technologies. If suppliers have the competence to receive and act
upon such codified information, and if the codification schemes are widely
known and widely used, then we would expect to see modular value chains
emerge. If not, then lead firms might either keep the function in-house, leading
to more vertical integration (hierarchy) or outsource it to a supplier that they
tightly control and monitor (the captive network type) or have a dense, idio-
syncratic relationship with suppliers (the relational governance type).

3. The competence of suppliers. The ability to receive and act upon complex
information or instructions from lead firms requires a high degree of compe-
tence on the part of suppliers. Only then can the transfer of complex but codi-
fied information be achieved (as in modular networks) or intense interaction be
worthwhile (as in relational networks). Where competent suppliers do not ex-
ist, lead firms cither must internalize the function (hierarchy) or outsource it to
suppliers that they tightly monitor and control (captive suppliers).

Furthermore, if one of these three variables changes, then
value chain governance patterns tend to change in predictable
ways. For example, if a new technology renders an established
codification scheme obsolete, we would expect, all other thing
being equal, modular value chains to become more relational,
and if competent suppliers cannot be found, then captive net-
works and even vertical integration would become more preva-
lent. Conversely, rising supplier competence would tend to push
captive governance more toward the relational type and better
codification schemes might prepare the ground for modular
governance. The five global value chain governance types,
along with the values of the three variables that determine them,
are shown in Figure 1. The five types of global value chain
governance are derived from ascribing binary (high or low) val-
ues to the three key variables: 1) complexity of inter-firm trans-
actions; 2) the degree to which this complexity can be mitigated
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through codification; and 3) the extent to which suppliers have
the necessary capabilities to meet the buyers' requirements.
Each governance type provides a different trade-off between the
benefits and risks of outsourcing. As shown in the last column
- of Figure 1, the governance types comprise a spectrum running
from low levels of explicit coordination and power asymmetry
between buyers and suppliers, in the case of markets, to high
levels of explicit coordination and power asymmetry between
buyers and suppliers, in the case of hierarchy.

Figure 1. The Global Value Chains Framework

”””” L e KeyVariablew e = e
- Complexity Ability to Capabili-  Degree of explicit
'pe  of transac- codify “ties inthe  coordination and .

- tions transactions  supply base  power asymmetry
Market Low High High
Low
Modular High High ~ High '
I
Relational High Low High
Captive High - . High Low High
Hierarchy High Low Low

Note: There are eight possible combinations of the three variables. Five of
them generate global value chain types. The combination of low complexity
of transactions and low ability to codify is unlikely to occur. This excludes
two combinations. If the complexity of the transaction is low and the ability
to codify is high, then low supplier capability would lead to exclusion from
the value chain. While this is an important outcome, it does not generate a
governance type per se.

The theory of GVC governance presented here combines
key insights from a variety of disciplines. First, from institu-
tional economics we accept the importance of asset specificity
as a key problem in inter-firm relationships (Williamson 1985).
Firms that have assets that are specific to a single trading part-
ner create risks of hold-up that must somehow be solved. Insti-
tutional economics offers vertical integration as the solution,
yielding the markets and hierarchies dichotomy. While we agree

that vertical integration is one way to solve the problem of asset
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specificity, literatures from several other fields convince us that
there are other solutions. From the economic, sociology and
economic geography literatures we learn that trust and reputa-
tion, built up over time through repeat transactions and enabled
by social and spatial proximity, can offset the risks of asset
specificity without vertical integration (Piore and Sabel, 1984;
Granovetter, 1985; Storper, 1995). The resource view of the
firm prevalent in the management literature (Penrose, 1959)
convinces us that some business functions can be very difficult
to acquire or to develop in-house, and so firms must continue to
source them externally even if asset specificity is present. Fi-
nally, from concepts such as “open innovation,” “platform man-
agement,” and “modularity” developed in recent literature from
the field of business history we learn that firms can engineer
their way out of problems of asset specificity by standardizing
and codifying information at specific “pinch points” in the
chain of value added activities (Baldwin and Clark, 2000;
Chesbrough and Kusunoki, 2001; Gawer and Cusumano, 2002).

The GVC framework is not intended to provide a grand
theory of economic development, or even a full theory of the
forces that shape global integration, but a transaction-, firm- and
industry-centric theory of governance among the firm- and es-
tablishment-level actors in the chain. As such it cannot provide
a full accounting of the governance characteristics of global
value chains. It can, however, provide a bottom-up, research-
driven method for accounting for observed global value chain
governance characteristics as well as those that are predicted to
arise absent other factors and influences. In this way, the GVC
framework can provide researchers and policy-makers with a
useful and relatively simple first-cut: if the value chain govern-
ance patterns that are predicted by the theory are not observed
empirically, this provides a strong indication that forces exter-
nal to the chain, such as national institutions or international
trade rules, are playing a large role. In this way, the framework
can provide insight into, but not a full accounting for, the ob-
served features of global integration. While implications for
policy are numerous, they depend wholly on context, and 1 will
not attempt to fully elaborate them here. To provide just one
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example, relational value chains, or more accurately the rela-
tional segments of value chains, tend to be less geographically
mobile, not only because they require frequent interaction to
develop and exchange tacit knowledge, but because they are
often governed by the shared expectations of trust and reputa-
tion developed over long periods of time.

Modularity in Global Value Chains

Of all the governance forms generated by the global value
chains framework, modular value chains are the most novel be-
cause they are enabled by very recent advancements in informa-
tion technology, robust industry standards, and global-scale data
communications systems. They also warrant our attention be-
cause they are extremely fluid organizationally and geographi-
cally and so readily allow the production of complex goods and
services to be fragmented and geographically dispersed. Finally,
modular value chains, because they are based on the exchange
of information according to well known standards, are very
fluid relative to other forms of GVC governance that require
more time to establish and re-establish efficient inter-firm link-
ages. This fluidity, in terms of where specific value chain activi-
ties are carried out and by whom, has contributed to the accel-
eration of global integration mentioned earlier. Because the rise
of value chain modularity has obvious implications for policy, it
is worth examining its features and precursors in some detail.
Value chain modularity is based on functional specializa-
tion, formalization of value chain linkages, and an increase in
the scale and geographic reach of each horizontal segment—or
‘module’—of the value chain (Baldwin and Clark, 2000; Stur-
geon, 2002; Takaishi and Fujimoto, 2001; Langlois, 2003;
Prencipe et al., 2003; Gereffi et al., 2005; Sturgeon and Lee,
2005). In modular value chains distinct breaks in the sequence
of activities tend to form at points where information regarding
product and process specifications can be highly formalized.
Activities tend to remain tightly integrated and based on tacit
linkages within functionally specialized nodes of “relational”

| activity, Within these relational nodes tacit knowledge is cre-
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ated, exchanged, and processed by establishments and workers
who tend to be co-located. Between these nodes, however, link-
ages are eased by the application of widely agreed-upon proto-
cols and standards. Codified linkages allow value chain mod-
ules to more easily be located at great distance.

Codification and standardization have helped to create sim-
plified and reliable methods for transmitting detailed product
and production specifications along the value chain, and for
keeping track of large, complex projects with participants in
diverse locations and organizations. As Coase (1937) perceived,
this sort of formalization of information at the inter-firm link
lowers transaction costs, allowing firms to more easily purchase
inputs on the market. However, the content of this information
exchange, as Coase envisioned it, consisted largely of price
data. The high volume of non-price data flowing across the in-
ter-firm link differentiates modular value chains from simple
markets. Because of this complexity it is not unusual that addi-
tional engineering and coordination is required to complete a
transaction. The hand-off of product and process specifications
between firms need not be perfectly clean, but only relatively so
for modular value chains to function.

Specifically, the key business processes that have been
formalized, codified, standardized, and computerized are prod-
uct design (e.g., computer aided design), production planning
and inventory and logistic control (e.g., enterprise resource
planning), as well as various aspects of the production process
itself (e.g., assembly, test and inspection, material handling).
Furthermore, because it is “platform independent,” the Internet

has provided an ideal vehicle for sharing and monitoring the -

data generated and used by these systems. Such technologies
and practices are at the core of value chain modularity. It is the
formalization of information and knowledge at the inter-firm
link, and the relative independence of the participating firms
that gives value chain modularity its essential character: flexi-
bility, resilience, speed, and economies of scale that accrue at
the level of the industry rather than the firm (Sturgeon and Lee,
2005). Modular linkages between relational nodes of tacit activ-
ity can exist within a single firm, but only when activities are
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outsourced can scale economies build up beyond the level of the
firm (Langlois and Robertson, 1995).

Value chain modularity introduces risks as well as benefits
for participating firms. Responsiveness may suffer as contracts
are hammered out. There is potential for intellectual property
and other sensitive information about product features, pricing,
production forecasts, and customers to leak to competitors
through shared suppliers. The ability of lead firms to innovate
and design successive product generations may suffer from the
atrophying of manufacturing and component knowledge, a
problem that has been referred to by Chesbrough and Kusunoki
(2001) as the ‘modularity trap.” Reliance on standard interfaces
may lead to the use of standard components, leading in turn to a
loss of product distinctiveness. Shared and overlapping inven-
tory resident in supplier organizations can lead to distortions
and tracking problems that introduce waste. One unavoidable
issue is that independent firms in buyer-supplier relationships
often have competing interests.

In the American electronics industry, value chain modular-
ity took shape during the late 1980s and early 1990s. Because
many established firms had in-house manufacturing and com-
ponents divisions, this change required the break-up of verti-
cally integrated corporate structures and the aggregation of cast
off activities in suppliers. Hewlett Packard and IBM led the
way, selling most of their worldwide manufacturing infrastruc-
ture to contract manufacturers such as Solectron and Flextron-
ics, or spinning off internal divisions as merchant contract
manufacturers, as IBM did with its Toronto manufacturing
complex in 1997, creating the contract manufacturer Celestica.
Another source of growth in contract manufacturing was in-
creased business from newer firms that never built up internal
manufacturing divisions, such as the Internet switch company
Cisco and the computer workstation and server firms Sun Mi-
crosystems and Silicon Graphics (Sturgeon, 2002).

Outsourced circuit board and final assembly of commercial
glectronics (products for the medical, automotive, communica-
tions, military, corporate computing markets) was mostly trans-
ferred to contract manufacturers based in North America, spe-
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cifically the big five ‘electronics manufacturing services’
(EMS) firms Flextronics, Solectron, Sanmina-SCI, Jabil, and
Celestica, while the assembly and even some of the design of
notebook and desktop personal computers were outsourced to
‘original equipment’ and ‘original design’ (OEM and ODM)
contract manufacturers based in Taiwan, such as Quanta, Com-
pal, Inventec, Hon Hai (Foxconn), and Wistron, the contract
design and manufacturing arm of Acer. By the end of the 1990s,
much of the manufacturing capacity of the Taiwan-based con-
tract manufacturers had shifted to mainland China, and the big
five United States-based contract manufacturers had established
a global-scale network of factories (Sturgeon and Lester, 2004).
At the level of components, the 1990s was a time of rapid
growth among ‘fabless’ semiconductor design firms and the
semiconductor foundries (chip manufacturing plants) that
served them, such as the Taiwan-based TSMC and UMC, as
well as IBM (Linden and Samaya, 2003). By the end of the
1990s, modular value chains in the electronics industry were
highly developed and global in scope. :

An important aspect of global integration, then, is the glob-
alization of the supply-base. As more work has been handed off
to independent suppliers and service providers that are tied to
lead firms though modular value chain linkages, two things
have happened. First, the largest suppliers have achieved un-
precedented economies of scale and scope by pooling resources
across a broad customer base. As a result, some have increased
the geographic scope of their business to the point where they
have global-scale operations. So the multinational firm contin-
ues to be a powerful force regardless of the fragmentation and
re-bundling in the value chain. Second, the existence of highly
competent independent local and global suppliers has lowered
the barriers to globalization for firms, including small and me-
dium-sized firms, which have not yet shifted any activities off-
shore. When smaller, less competent firms begin to look outside
of their own companies and perhaps even offshore for key in-
puts, markets are created for a broader array of functions to be
outsourced, and this drives suppliers to bundle additional func-
tions and further increase their range of competencies.
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Conclusions

Integrative trade is being driven by vertical fragmentation,
where firms specialize in providing specific bundles of goods
and services to a larger network of firms. This bundling and
packaging of functions by suppliers lowers barriers to global
sourcing yet further, setting in motion a cycle of increased sup-
ply-base competence and increased outsourcing and offshoring
of which we clearly have not seen the end. The “co-
evolutionary” view of global-scale economic integration (Stur-
geon and Lee, 2005) that is embedded in the GVC framework
emphasizes that the patterns of globalization that have already
developed work to alter future patterns. For example, we must
consider the possibility that the pace of globalization observed
in manufacturing industries since the 1970s will be a poor indi-
cator of what is likely to happen in services. The offshoring of
computer hardware production began at a time when the firms
in societies receiving this new business had few capabilities.
International communications systems were slow, unreliable, of
limited functionality, and very costly to use. Services offshor-
ing, by contrast, is expanding with the infrastructure, firm capa-
bilities, and business models that have been established, tested,
and refined in support of global manufacturing already in place.
Integrative trade in services, then, will flow down the well-
trodden avenues in the global economy that were put in place
largely to support global-scale goods production: across highly
functional and low-cost broadband communications systems,

through cross-border business relationships that have now been
in place for decades, according to business models regarding
outsourcing and offshoring that have been worked out in exqui-
site detail, and through firms with huge, well established multi-
national operations. Looking to the future, we cannot and
should not pretend to know precisely how much or what kind of
economic activity will flow across these pathways, but we can-
not afford to be complacent. The long-term prospects for any
country may be less certain g1ven the vastly altered playing
field on which global integration is unfolding.

65



The lessons for research and policy are numerous. New
thinking is needed to develop useful insights into the character

and implications of our increasingly globally integrated national

economies. Long cherished notions and responses may need to
be set aside, to be replaced or at least supplemented with new
theoretical frameworks and policy initiatives. Perhaps the most
pressing need is for new kinds of data to be collected, data that
shed light on the important questions of power and coordination
within global value chains.
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Data Issues on Integrative Trade
between Canada and the US
Measurement Issues for Supply Chains

Art Ridgeway *

Introduction‘

Reduced barriers to the flow of capital, goods, and services,
combined with rapid advances in communication and transpor- -
tation technology, have for many years been fostering increased -
specialization of production activity, and this trend continues.
The same factors have also led large firms, particularly multina-
tional firms, to reorganize how they manage their operations.
Firms are increasingly focusing on supply chain management
and the choice between make or buy for intermediate inputs
and, increasingly, service inputs. Within the make-buy decision
are decisions on the locatlon of supply,- domestlc or interna-
tional.

These factors have also encouraged the development or
emergence of a number of economies that are now growing rap-
idly by providing lower cost alternatives for many production
activities. This includes the so-called BRIC countries (Brazil,
Russia, India, and China) and the eastern European economies.
For example, China is now the second largest source of Cana-
dian merchandise imports and Brazil is now one of Canada’s
top ten partner countries in both inward and outward foreign
direct 1nvestment

" Director of the Balance of Payments Division of Statlstlcs Canada.
This paper was originally prepared for the conference Integrative Trade be-
tween Canada and the United States — Policy Implications, organized by the
Centre For Trade Policy and Law, held at Ottawa University, December 6,
2006. ' The views expressed in- this paper are those of the author and not
those of Statistics Canada. |
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The organization of some multinational enterprises now
exhibits a separation of the management of operations and the
legal structure of the enterprise. Operations can be managed in
units that cross multiple countries, while there are, necessarily,
separate legal structures for each country. While this dual struc-
ture allows the enterprise to efficiently manage its operations
and respond to regulatory and fiscal requirements, neither struc-
ture conforms to that required to produce economic data in sup-
port of policy. In addition, these structures increase the impor-
tance of intra-firm transactions where transfer pricing may be an
issue. 7

" A recent international study by a group of national statisti-
cal agencies that attempted to coordinate the collection of data
for a sample of multinational enterprises revealed that these
multinational enterprises are very sensitive about the confiden-
tiality of their data. They were quite concerned with efforts to
reconcile across countries how they reported to the participating
statistical agencies. B

This paper looks at some of the implications of the global-
ization trend for economic statistics particularly with respect to
the fragmentation of the production process and international
trade. The annex provides a brief description of a range of sta-
tistical programs and current initiatives at Statistics Canada that
are aimed at shedding light on the ongoing trend of globaliza-
tion of production around the world economy. '

Implications of Globalization Trends for Eéoﬂomic Statistics

These ongoing changes have led to the demand for new meas-
ures of economic activity and have affected how some tradi-
tional data series are gathered and interpreted. The drivers of the
growth in globalization have been innovation and changing
business structures and practices. Data on research and devel-
opment activities have been available for many years, but more
recently there have been demands for a broader set of data on
innovation and the commercialization of new knowledge, and
on the use of new electronic and other business practices. Statis-
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tics Canada’s science, innovation, and electronic information
program continues to evolve in response to these new demands.
In addition, there have been recent demands to directly measure
the globalizing structural changes that are occurring. Offshoring
is a phenomenon that users are seeking information on but that
is not easily measured. Diagram 1 below presents a simple illus-
tration of the relationship between the global enterprise, domes-
tic production, outsourcing and offshoring.

Diagram 1: Global enterprises, production, outsourcing and

offshoring =~ :
' ‘ Global Enterprise
( Domestic .| International
in-house in-house
production sourcing
, : ' ~ Offshoring:
Domestic , Interna-
production ' ‘ ' : tional pro-
' . duction
Domestic - | International
outsourcing, | | outsourcing |.

N

Outsourcing:

Independent
suppliers
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This diagram illustrates the broadest concepts of outsourcing
and offshoring. Some analysts use these terms in a more re-
stricted sense, defining them to refer just to those activities that
have moved out of in-house or domestic production to inde-
pendent or international production. Measuring outsourcing or
offshoring events as defined by the narrow definition is very
demanding, as this involves identifying decisions made at a
specific point in time. L : | ‘

However, the most profound implications of increasing glob-
alization may be in the challenges of measuring some of the core
economic indicators. Moving productive activity out of the top left
hand corner of the diagram to any of the three other quadrants im-
plies that the ratio of gross flows to value added will increase. Fac-
tors that are increasing the measurement challenges include:

= the increasing value of service flows

= the increasing importance of flows internal to the global
enterprise

= the increasing proportion of physical flows that are not
coincident with changes in ownership

It used to be the case that when goods crossed borders they
almost always changed ownership. This is no longer true. This
separation of the ownership of goods and the cross-border flows
in a multiple step production process is causing major valuation
challenges. While there have been occasional instances of this
for some time, the separation of ownership and production
flows seems to be increasing. Collecting data from legal struc-
tures will generally reflect the ownership of resources whereas
collection from operating units is more likely to reflect the opera-
tional flows of resources. While both are important for the full’
articulation of the economic data system, the reconciliation of
data from the two separate structures is becoming more difficult.

These challenges and the growing demand for new policy
relevant data come at a time of declining response rates for
many business surveys. Fortunately, the increased use of admin-
istrative data for ‘simple’ businesses has greatly reduced the
burden for the small and medium end of the population, while
allowing an improved coverage of these units. However, there
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are a few hundred of the largest enterprises in the country that
account for a very large part of economic activity, and the dete-
rioration in their rates of response to surveys is a concern.
While declining response to surveys is not uniquely related to
globalization per se, the fact that the non-respondents are often
large globally oriented firms makes it difficult to get the data
needed to measure globalization. .

In - addition, the growing importance of the emerglng
economies in Asia and South America pose challenges for bilat-
eral comparisons as most of these countries have less well-
developed statistical systems. Bilateral comparisons of data
show large differences: but, given the state of development of
these statistical systems, it is difficult to assess the reasons for
the discrepancies.

International Efforts

International organizations have been active in expanding the
conceptual basis for measuring activity related to globalization.
The OECD Technological Balance of Payments Manual has
been in use since its release in 1990. More recently, the OECD
has provided the OECD Handbook on Economic Globalisation
Indicators and the related publication, Measuring Globalization:
OECD Economic Globalisation Indicators.

Other statistical manuals currently under revision will prov1de
improved links to the new measures of globalization. In particular,
the SNA manual', the BOP manual?, and the OECD Benchmark
Definition of Foreign Direct Investment will have additional mate-
rial on globalization. It has been announced recently that the man-
ual on Statistics of International Trade in Services will also be up-
dated to harmonize with the new material in the core manuals, in-

) ! For additional information on the updating of SNA 93 see United Na-
tions National Accounts Section, Towards 1993 ° SNA Rev.l
wun org/unsd/natlonalaccount/snarev1 .asp

Addltlonal information on the revision of the BOP Manual see Revi-:
sion of the Fifth Edition of the IMF's Balance of Payments Manual
hitp://www.imf.org/external/np/sta/bop/bopmanS.htm
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cluding that on globalization. Statistics Canada has played a key
role in all of these international developments. ~

Two of the most hotly.debated issues addressed during the re-
vision process concern the issue raised earlier where physical
flows and ownership change are not coincident. The two issues are
referred to as goods for processing and merchanting. The first
deals with cases where goods enter a country for processing but
the ownership is not transferred to a domestic producer. In mer-
chanting a merchant buys goods, taking ownership, and sells them
to a third party, but the goods never enter the merchant’s country.

" The Canadian response to these challenges is being devel-
oped as part of an overall plan to move the Canadian economic
statistics program in line with the revised international manuals
mentioned above. '

Goods Trade in a Simple World

Goods dominate international trade. To start the exploration of
measurement issues, take the simple case of the export of goods
across the Canada~US border. There are two firms, one in Can-
ada the other in the US; and one wishes to buy what the other
produces. They agree on a contract, specifying the conditions of
sale, and in due course the goods arrive at the customs frontier
on the way from the seller to the buyer.

In this simple case depicted in Diagram 2 the exporter and
the importer of record are the buyer and seller, and the customs
documentation would show the flow of goods from.one to the
other. At the same time, or at least within a short period before
or after the shipment, there would be funds transferred from the
bank account of the buyer to the bank account of the seller.

Diagram 2: Traditional View of Goods Trade

Canada g Goods’ TUnited States

Company A ' Company B

\4

Cash
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It is a basic tenet of economic statistics such as the national ac-
counts and the balance of payments that transactions should be
based on exchanges of economic ownership®. In this simple
case the goods go from B to A and the money goes from A to B.
Since the exact timing of the ownership change between A and
B can vary depending on the contract and the payment agree-
ment, as a proxy for change of ownership, economic statistics
use the crossing of the customs frontier as the point at which the
goods change ownership. It is assumed that this is a good proxy
for the change of ownership. B o

It might be noted that there is no information here on what
A is going to do with these goods from B. In the case of Canada
and the US we know that often these goods will be used as in-
termediate inputs in other goods that in turn will go back across
the border to'the US. o ' : : ;

In this simple case, if the industrial activity of each of A
and B is known and the location of their business is known, one
can build up trade data showing to/from information on a geo-
graphic and an industry basis.

The real world, of course, has never been quite that simple,
as often transactions are handled via brokers who may affect the
timing of certain transactions or at least the recording of trans-
actions. In addition, the timing of payment may vary more
widely, and so a debt may be recognized between the supplier
and the buyer, which is eliminated as the goods are paid for or
delivered if prepaid. T (

The simple fact of inserting a broker can already cloud the
analysis of the data as the customs documentation may well
show the industry and location of the broker as one of the trans-
actors and the capacity to undertake industry and geographic
analysis is weakened. L » :

The buyers and sellers may be owned by the same owner
and thus part of a multinational enterprise. The ownership link
is likely to affect the stability of the commercial relationship,

® The term economic ownership is used to differentiate it from legal

ownership, which is generally the same but can differ in cases such as finan-
cial leases. : -
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but it may also affect the prices of the transactions that are re-
corded. e e

Goods for Processing

The first deviation from this simple model to be explored in this
paper is that of goods for processing. As noted earlier, this is
not a new phenomenon as examples have existed for decades
but there is evidence that the volume of goods traded under this
scenario is growing rapidly. Lo R

‘The basic change in the model here is that the goods do not
change ownership as they cross the border but the contract be-
tween A and B now stipulates that the goods.are to remain the
property of A but that B will perform some specified processing
of the goods and then send them back to A. This type of proc-
essing may be between enterprises under common ownership or
enterprises operating at arms length. A will pay B a service fee
for this processing. e '

Diagram 3: Goods for Processing — Current Treatment

Canada ‘ ~ e ~ United States

.
> :

Company A goods for processing

<4

Company B

: ‘Finished Goods
<_ .....................

Service included in Finished Goods

Cash = value of service|

In this scenario the customs process records these goods but
they are generally not distinguishable from other goods crossing
the border. There must also be a value declared for these goods.
However, the counterpart financial transaction between A and B
will be greatly different than if ownership had actually changed
as the goods moved between them. In this case only the value of
the service will flow from A to B, which will correspond ap-
proximately to the net difference between the values declared to
customs for the import and the export.
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The current treatment of these situations in the economic

accounts is to record these goods as if they had changed owner-
ship as they cross the border. The full value of the goods is en-
tered into the trade data in both directions and corresponding
financial flows are recorded. The service provided by the proc-
essor is buried in the value of the returning goods. :

This treatment corresponds well to the construction of sup-
ply and use tables such as the Canadian I-O Accounts but does
not shed light on the evolving behaviour of business activity
and is not in keeping with actual financial flows.

During the recent international efforts to update the concep-
tual guidance for the System of National Accounts and the Bal-
ance of Payments, it has been decided that the guidance on
these types of transactions will be changed to correspond to the
ownership principle. While the goods flowing both ways will
continue to be included in the customs data, the convention will
be to remove these values from the Balance-of-Payments-based
trade data used in the BOP and SNA. Instead the service flow
and corresponding payment will be reflected in the accounts.

Diagram 4: Goods for Processing — New International

Convention (SNA & BOP)
Canada o ‘ United States
Company A goods for processing | Company B
’ : , _ Finished Goods o
S Proceésing Servife '
Cash = value of service

This would require that there be data to differentiate these
cross-border flows of goods from traditional transactions. The
customs data do not as yet provide such information. The ser-
vice flows will have to be measured using surveys as there are
no administrative sources for these data.
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Merchanting

The new world of production can also have instances of what is
referred to in the statistical manuals as “merchanting.” Other
terms might be international trading or international wholesal-
ing. This is the case where an enterprise in country A buys
goods in country B but the goods never enter country A but are
sold on to country C. o

Diagram 5: Merchanting — International Convention

Merchanting
Country A (International Wholesaler)
Inventories
/1 . \\
s 4 NS
7/ N
/s P ~ AN
\ 7 , » \\\ N
Country B Ry : NN _ Country C

l Supplier =‘ Customer

While the ownership of these goods moves from B to A and
then from A to C, the customs data will record only a flow from
B to C. These supplies will enter into the inventories of the
merchant in country A. Surveys of wholesale activity will re-
cord these inventory changes and given there have been no im-
ports recorded, the economic accounts will look for domestic

production, which of course is not there, to balance out the sup-

ply use accounts.

The revised BOP and SNA conventions call for the imputa-
tion of flows into and out of country A in line with the owner-
ship changes. It may be practical to develop surveys in country
A to gather information from the merchant and may be worth-
while if sufficient activity is present in the country that would
distort the signals from these inventories owned outside the
country. However, the benefits of collecting additional data on
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these transactions for countries B and C are much smaller and it
is unlikely that they will adjust their data, thus leadmg to dis-
crepancies in bilateral trade data.

~o

Goods Production

The goal is to have economic statistics for both production and
trade that are consistent and thus provide information to policy
makers and Canadians in general on how these aspects of the
Canadian economy are developing. Therefore, before turning to
look specifically at challenges faced in measuring trade in goods
in more fragmented production processes, it may be helpful to
review for a moment the traditional way the manufactunng pro-
duction process is viewed in measuring economic statistics.

Diagram 6 provides a simple case of a producer of goods.
The example here has one manufacturing establishment with a
separate head office. The head office provides the financing,
product development, and marketing, while the manufacturing
establishment acquires the other inputs, manages the invento-
ries, and produces finished goods for market.

In the model, please note that the act1v1tles/0utputs of the
head office are considered ancillary services proved to the
manufacturing establishment. :

Diagram 6: Traditional View of Goods Production

Head Office
(Fmance Development Marketing)
(Ancxllary)

AR . .’
~ 2

‘ 7Y
Manufacturing establishment <——|  Final
Component [« o ‘ ' Market
Supplier - Inventories \
- ) Materials  * Finished Goods | *
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The model can explicitly be extended to include trade in goods
and services as in Diagram 7. Note that if some of the services
provided by the head office in the previous example are out-
sourced, then they are still treated as being supplied through to
the manufacturing establishment. o

Diagram 7: Traditional View of Goods Production with
Trade in Goods and Services ‘ ‘

Country Y
Country X Head Office- :
: | (Finance, Development) -
. . : (Markegin 2) | 1, D(/:Iarketmg
"~ (Ancillary) e & | - ompany
<0 P .
‘AY K
Manufacturing establishment .
Component [d-f— Inventories . |4-1—| Final
Supplier ) : L Market
PPo »| Materials Finished Goods > ‘

Outsourcing of the Goods Production

Diagram 8 provides an example with outsourcing of the pro-
curement of input materials and the manufacturing process. In
this case, all of the goods produced are “exported” to a country
other than that of the head office or manufacturing plant. One
could think of this as a case of line of products produced only
for an export market. '

In this example the head office and the manufacturing plant
are no longer in the same economy and are two separate enter-
prises. The head office still produces the financing, product de-
velopment, and marketing but acquires all other inputs from out-
side the country. In this case, the head office enterprise buys all
of the material inputs and has them sent to the establishment of
the processor to be assembled. The head office maintains owner-
ship of these materials as in the goods for processing case dis-
cussed earlier. Therefore, while processing may all take place out-
side of the country of the head office, it is the head office that
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bears the financial risks associated with carrying these inventories
throughout the production process. This case also has elements of
the merchanting case discussed earlier, as the head office acquired
the ownership of these materials but they never physmally enter
the country, thus never appear in the customs data. ‘

There are two important differences from the traditional
view of the producing enterprise that should be noted:

» TInventories of materials and finished goods have moved
from the manufacturing establishment to the head office.
= The services produced by the head office — finance, prod-
uct development, and marketing — are no longer supplied
to the manufacturing establishment.
In Diagram 8 the flows of goods and payments are indicated. It
is clear immediately that the path followed by the cash to pay
for these transactions does not correspond to the path followed
by the goods themselves. Again thls is sunllar to the merchant-
ing example

Diagram 8: Outsourcing Productlon for Export market -
Flows of Goods and Cash

Head Office
(Finance, Development, Marketing)
: Inventories S
Il Materials Finished Goods \\
' \
/ ! \
/ - ! : A
T \
/ N \
v - | \
. Component Processor Final
Supplier > »| Market

Using the principles noted earlier about ownership as a basis for
tecording, Diagram 8 indicates how economic data might be-
recorded to reflect the economic activities rather than the physi-
cal supply-use activities of this production process.
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The purchase of materials would be shown as a transaction
between the head office and the component supplier. The proc-
essing services would be supplied to the head office. The final
sales of finished goods would be transactions between the head
office and the final market economy. :

The implication of this presentation of the economic data is
that the head office, even though it has no manufacturing facili-
ties or warehousing facilities, is the producer of the finished
goods. While this does not correspond to the physical flow of
the goods, it does recognize the behaviour of the economic
agents in this situation. It is the head office that is undertaking
the economic decisions that govern production, whereas the
processor is offering a specific service only. '

Ideally, to be consistent with this recording of production
and trade, the bottom three countries in Diagram 9 would re-
move the goods flows from supplier to processor and on to final
markets from each of their accounts’. However, as with the
merchanting case described earlier, the information to undertake
such adjustments may be difficult to obtain. ‘

Diagram 9: Outsourcing Production for Eprrt market —
Economic Flows :

ﬂead Office

(Finance, Development, Marketing)
Inventories
A Materials  Finished Goods
/ , A > AN \\
/ 4 ! 1 AN \
// z 7 l - > A\
77 T ~_ °© '
‘ ya 7 . + 1 : > N
Component "~ Processor Final Market
Supplier «

4 Information on physical flows will still be important for economic de-
velopment as infrastructure requirements are determined by these physical
flows. : o
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Measurement Issues for Goods and Services Trade

Diagram 9 shows four different countries. Canada can have en-
terprises that correspond to those shown in each of the coun-
tries. That is, we face the measurement challenges depicted in
each of the four fictional countries. This section will take a brief
look at the challenges in measurmg the act1v1ty of each of the
four enterprises.

Starting with the component supplier, the challenge is the
geographical allocation of trade. The customs data will indicate
the country of the processor while if we ask the supplier, the
response would be the head office country. Surveys of goods
producers such as this supplier ask for little on the geographic -
distribution of sales of goods, particularly for sales outside the
country. This is, of course, because the customs data are used to
provide this information. While value-added data will be cor-
rect, the information on trade patterns available to-trade policy
analysts and negotiators will be affected by how these transac-
tions are measured.

Turning to the country of the processor, the information on
the transactions between the processor and the head office will
have to be collected by survey. Up to now in Canada these cases
have been handled on a case-by-case basis, with special report-
ing arrangements set up with processors. It is not possible to .
identify the customs records associated with this processing ac-
tivity and it is unlikely that this would change in the near future.
If this activity is limited to a few large players, this case-by-case
treatment can be used, but if it becomes (or already is?) more
w1despread ‘then this approach is too costly to be applied to a
large number of cases..

The case of the final market economy is similar to that of
the supplier country, in that the geographical allocation of sup-
ply based on the customs data and survey data would differ.
Surveys of wholesale and retail firms importing goods do not
ask for details on the geography of supply. There may also be a
valuation difference if the value of imports declared for customs
purposes does not correspond to the full value of the purchase
price paid to the head office. Reconciliation of these values will

87



only occur at a macro level in constructing the economic ac-
counts.

The large challenge with measuring the economic activity
of the head office is that surveys must be used to collect a lot of
detail on the goods and service inputs and outputs of this enter-
prise. Collecting detailed commodity and geographical informa-
tion using surveys is very burdensome on the respondent. How-
ever without sufficient detail on these commodities, it will be
difficult to distinguish the traditional manufacturing operations
from those which have outsourced significant parts of the pro-
duction process. :

Country of Origin and Ownership

" Customs officials collect data on the “country of origin” of the
product, which is based on customs rules for imports and the
country of destination for exports. Also collected is the point of
shipment. This transfer process also means that the shipper (ex-
porter) may not know the ultimate destination of the goods,
whereas the importer generally knows the country of origin due
to the rules of origin. g .

This can result in significant differences in the bilateral
trade figures for some country pairs. For example, Mexico re-
ports about twice the value of imports from Canada as we report
exports. The difference is largely goods that the exporter de-
clares as going to the US but that are just passing through. - '

The case is similar for Chinese goods entering ‘Canada.
About half of the Chinese imports on a country-of-origin basis
arrive in Canada having a point of shipping of either Hong
Kong or the US. - .

If ownership is to be a fundamental basis for economic sta-
tistics, the question arises as to which of the geographical data
on the customs record — country of origin or country of ship-
ment — is the best indicator of the counterparty to the transac-
tion. Are the Chinese goods transiting through the US on their
way to Canada simply just ‘in transit’ or are they being acquired
by an entity in the US which then distributes them (sells them)
to a network of North American outlets?

88




Services Trade

Services trade is still the poor cousin but, as seen in earlier ex-
amples, fragmentation and reorganization of the production
chain may be leading to significant increases in the relative
shares of services trade. In the ‘good old days’ as it were, ser-
vices were less of a concern. It was assumed that most services
had to be produced and consumed at the same time so that the
international trade in services was limited.

The ease with which producers can travel to other parts of
the world and the advances in electronic delivery of many prod-
ucts has certainly changed the potential for international trade in
services. In simple volume terms it is still much smaller than
goods trade but services trade has seen much greater rates of
growth for a number of years now.

The other point that is likely clear by now is that there is a
growing fussiness about the differentiation of what a good is
and what a service is. Thus any exer01se that is forward looking
should cover both.

There are of course no customs documents for services”.
The data for services trade generally come from business sur-
veys. This measurement approach has very different strengths
and weaknesses from the administrative process (customs) used
for goods. ' ' v

In general, businesses can more readily respond to surveys
on their sales rather than purchases of inputs, particularly if one
is asking about the geography of the transaction and the indus-
trial activity of the counterparty. Whereas for goods the import
data are generally of better quality, as customs administrations
are more diligent about collecting duties owed and due more
recently to security concerns, trade in services is better at meas-
uring exports.

The use of surveys also limits the amount of detail on geog-
raphy and commodity detail for services transacted, since ask-
ing for very specific detail on the service provided and the loca-

* Customs documents are used to develop estimates of transportation
services for the delivery of internationally traded goods.
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tion of the counterparty rapidly becomes a very large burden for
the respondent.

Cross-Border Valuation and Transfer Pricing

While a significant proportion of international trade has for
some time been between affiliated enterprises, it is difficult to
identify these trade flows separately due to the use of brokers
and other agents. It has been recognized that intra-firm transac-
tions may reflect transfer pricing and thus affect the valuation of
economic activity between economies. ,

The customs ‘transactions’ depicted in Diagram 3, even if
they are with non-affiliated parties, may not reflect arms-length
measures of economic valuation as the actual transaction taking
place is for a service but the valuations that are being declared,
and currently used in economic accounts, are for the goods
crossing the border. It is generally assumed that the difference
between the value of the goods entering for processing and
those returning are equal to the contracted service from the
ProCessor. ’ g '

The customs flows in the scenario in Diagram 9 are also
displaced from the actual economic transactions with the cus-
toms values both entering and exiting the country of the proces-
sor, presumably based on the accounts of the head office.

If values declared for customs purposes are not the same as
the actual transaction values then the difference will distort
measures of economic activity.

Structural vs. Behaviour-Based Economic Data

A complete picture of the Canadian economy requires data on
both the structural aspects of our economy and the behavioural
aspects. The national accounts address the need for structural
data primarily via the supply-use tables and the structural data
published by individual surveys such as the annual survey of
manufacturing. The behavioural data is primarily delivered via
the sector accounts of the national accounts and related sector-
specific data from programs such as those in the Balance of
Payments and Public Institutions Divisions. ' '
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There is evidence that the organization of production and
trade is changing. The challenge for the statistical system in part
is to decide when these changes are sufficiently important to
change the basic focus of the accounts and underlying surveys.
To refocus the statistical system and move away from the tradi-
tional models used as the foundatlon of the economic data
would be very costly. :

The costs to adjust to a different focus are not only those
that the statistical agency will have to bear but also those im-
posed on respondents if surveys are expanded. Significant
changes to the model underlying data production may also
cause discontinuities in some data series that will challenge ana-
lysts’ capacity to understand the evolution of the economy. Of
course remaining with the current model may obscure structural
changes underway in the economy raising challenges for ana-
lysts. ,

Conclusion

There are clearly cases of each of the different models of eco-
nomic act1v1ty discussed in this paper in the Canadian economy.
What is less clear is the proportion of activity that falls into
these different scenarios. The challenge for the statistical system
is to find ways to measure these emerging phenomena in a
manner that is cost efficient in terms of both response burden
and budget. Given resource constraints, which activities—for
example, goods for processing, merchanting, trade services—
should perceive priority for development? - ‘

Consultation with policy makers, business respondents
academics, and other analysts will be important in mapping a
way forward to address these important challenges At the same
time the statistical system needs to keep in step with interna-
tional statistical developments if Canada is to have measures of
economic activity that are comparable across countries:
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Annex
Statistics Canada Programs Addressing Globalization

Statistics Canada has several longstanding programs that pro-
vide information on globalization issues . The balance of pay-
ments is the macroeconomic core of these measures with spe-
cific data available for key supporting programs such as interna-
tional trade in goods, international trade in services and foreign
direct investment. In addition, Statistics Canada has adminis-
tered the Corporations Returns Act since its inception.

Corporations Returns Act

The original Corporations and Labour Unions: Returns Act
(CALURA) was introduced in 1962. Parliament amended the
Act effective January 1999, changing it to the Corporations Re-
turns Act (CRA) and removmg the requirement for labour un-
ions to report.

Under the CRA, Statistics Canada prepares an annual re-
port to Parliament on the foreign ownership and control of Ca-
nadian businesses that examines financial and ownership infor-
mation on corporations conducting business in Canada. This
information is used to evaluate the extent and effect of non-
resident control of the Canadian corporate economy. The CRA
data are a primary source of information about mergers and ac-
quisitions, foreign control of enterprises, corporate concentra-
tion and the legal structure of enterprises in Canada.

The ownership information collected from the returns filed
by Canadian corporations under the Corporat1ons Returns Act is
publicly available by law and Statistics Canada uses the infor-
mation to compile an inter-corporate ownershlp directory show-
ing "which corporation owns which other corporation” in Can-
ada. The directory tracks the ownership of the largest Canadian
corporations and provides up-to-date information reflecting re-
cent corporate takeovers and other substantial changes. Ultimate
corporate control is determined through a careful study of hold-
ings by corporations, the effects of options, insider holdings,
convertible shares and interlocking directorships.
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Finally, the data gathered under the Corporations Returns
Act have been used to do further analysis on topics such as: the
impact of mergers and acquisitions on corporate profits;
changes in foreign control under different regulatory climates;
the evolution of foreign bank subsidiaries and full-service
branches in Canada; mergers and acquisitions and their relation-
ship to foreign control; and foreign control and corporate con-
centration. : : :

Foreign Direct Investment

Foreign direct investment has been an important source of capi-
tal for the Canadian economy for many years. In recent years
Canada has also become an important supplier of foreign direct
investment to other countries. Currently the net stock of assets
resulting from foreign' direct investment activities provides a
positive contribution to Canada’s net wealth, although the bal-
ance on portfolio investment continues to be negative.

The latest release of FDI position statistics showed outward
FDI positions in around 150 countries. For direct investment
coming from abroad (so-called inward FDI) the detailed statis-
tics show investment positions from about 100 countries. Indus-
try detail is also available. Data on FDI transactions and income
are available with considerably less country detail (6 regions or
countries). Confidentiality requirements constrain® Statistics
Canada’s ability to release detailed FDI flow information, al-
though the increased FDI activity in recent years and organiza-
tional and methodological changes within Statistics Canada may
mean that additional flows detail and new indicators such as
FDI statistics by country of control may be released in future.

Trade in Services

The increased specialization of production is leading to a
greater importance for trade in services, which is relatively dif-
ficult to measure. Statistics Canada recently embarked on a
three-year project to improve the data for international. trade in \
services.
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There are two main objectives for this project. The first
aims at improving the accuracy of the annual estimates of total
imports and total exports of commercial services within total
trade in services. The population of Canadian businesses that
are involved in international services transactions needs to be
better identified, particularly with respect to small and medium
sized businesses. Therefore, improved identification of the tar-
get universe is an important part of the business objective.’

The second objective is to improve the commodity, geog-
raphy and industry detail for trade in services estimates.

Commodity detail will be improved by collecting services
commodity categories that map easily into the North American
Product Classification System (NAPCS), the Central Product
Classification (CPC) and the Extended Balance of Payments
Service Classification (EBOPS). If it proves feasible, the num-
ber of services commodity categories collected on the annual
trade in services survey will be increased. This survey currently
collects international trade data for 32 services commodity
categories. » R

With respect to geographical detail, a provincial breakdown
of Canada’s imports and exports of services by commodity will
be developed on an annual basis. The project will also explore
ways in which Statistics Canada’s Balance of Payments program
can respond to changing economic conditions and user require-
ments by modifying, as needed, the partner country aggregations
and detail that are published. This approach aims at providing as
much useful information as possible, while simultaneously re-
specting the need to maintain data confidentiality for individual
enterprises and limiting the survey response burden. ,

In connection with the efforts to measure international trade
in services more effectively, as part of its redesign of its annual
program, Statistics Canada’s services industries program is de-
veloping a new module that will allow for the collection of ad-
ditional data on imports and exports of services in selected in-
dustries, at the same time as other services financial statistics
are collected. ‘ | ‘
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Trade in Intellectual Property, Licenses Jor Patents, Trade-
marks and Copyrights

Statistics Canada collects data on the technological balance of
payments that include payments and receipts for the acquisition
and use of patents, licenses, trademarks, designs, know-how and
closely associated technical services, as well as for research and
development services. The data derive from the Survey of Re-
search and Development in Canadian Industry. The data on
R&D services are reconciled with balance of payments data in
order to find firms that purchase R&D services but perform no
R&D themselves. ‘

Trade.in Goods: Exporter/Importer Registers

The international trade statistics program has produced an Ex-
porter Register database which provides reliable counts of ex-
porting establishments and their value of merchandise exports
over the 1993 to 2004 period. An Importer Register database,
currently under development, will provide similar data for Ca-
nadian importer establishments. Currently, preliminary importer
data are available for 2002. ’

The Exporter Register provides an invaluable longitudinal
database on the characteristics, performance and evolution of
Canadian exporters. This information is delineated over several
dimensions  including industrial - classification (NAICS), ex-
porter size, destination of exports and province of residence of
the exporter. This database provides counts of establishments
exporting merchandise and the value of their exports by em-
ployment size category beginning with reference year 2000.

The Exporter Registry provides statistics on the characteris-
tics of exporting firms. This is allowing research to be con-
ducted on important policy issues such as the determinants of
export success, and the relationship between exporting and pro-
ductivity. This database provides empirical evidence to aid in
the evaluation of many programs aimed at supporting and as-
sisting exporters. ‘ :

The Importer Register database will provide similar data
for Canadian importer establishments. As noted, data are cur-
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rently available for 2002 and data for 2003-2005 will be avail-
able in early 2007. A

The union of the Exporter and Importer databases will con-
tribute significantly to current research being conducted on is-
sues such effects of recent exchange rate changes and other top-
ics related to globalization. o

Foreign Affiliate Trade Statistics

The delivery of services to international markets is often ac-
complished through foreign operations or foreign affiliates.
Starting with data for 1999, Statistics Canada has an annual
program that provides data on the sales and employment of
these foreign affiliates of Canadian firms for both the goods and
services sectors. This program shows that this delivery mode is
more important than cross-border delivery of services.

Recent Developments and Future Challenges

More recently, Statistics Canada has taken decisions to reallo-
cate resources to programs that can address data requirements in
the general domain of globalization. The most important are the
efforts to improve statistics for services output and productivity.
These improvements can be grouped into three categories: (i)
improved coverage of core industry data through an expanded
annual services industries survey program; (ii) improvements to
sub-annual indicators of economic activity and (iii) an expanded
program of services price indexes. This note does not cover
these, but descriptions are available in other documents.

This section describes some additional initiatives that have
started very recently or are in the more advanced stages of de-
velopment. ~

Globalization Project

In response to the data demands of policy makers and the new
statistics proposed in the OECD Handbook mentioned earlier,
Statistics Canada has allocated funds to a globalization indica-
tors project. This project is focussing mainly on developing ba-
sic infrastructure for the production of additional globalization
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related data series. Subsequently, this new infrastructure will
permit the development of a suite of globalization indicators.

An important feature of this project will be the identifica-
tion of Canadian multinational enterprises (MNEs). While it has
been possible to identify the operations of foreign multinational
operations in Canada for some time using the Corporations Re-
turns Act, it is only with the recent linking of the foreign direct
investment program to the business register that Canadian mul-
tinationals can be easily identified.

Business Register

Statistics Canada’s business register is presently under redevel- -
opment and as part of this effort additional emphasis is being
put on recording the international links between Canadian busi-
nesses and their foreign parents or subsidiaries. Key characteris-
tics of these linkages will be recorded to support future data de-
velopment and research.

Several data sources will be tabulated by ownership class
(foreign MNE, Canadian MNE, and non- MNE) and by trade
status (importers, exporters, both, or neither) to indicate the
level of globalization of the Canadian economy.

1. Principal statistics from the annual Survey of Manufactures
will be tabulated by ownership class and trade status for ref-
erence years 2000 through 2004 (2005 where available).
Statistical tables will be produced by industry and province.
The principal industrial statistics include shipments, em-
ployment, salaries and wages, cost of materials and supplies
used, cost of energy used, goods purchased for resale and
manufacturing value added.

2. Investment expenditures data (both construction and ma-
chinery and equipment) will be produced by ownership
class and by trade status for reference years 2000 through
2005 (2006 where available). Estimates will be prepared by
industry and province.

3. Statistics on research and development expenditures in Ca-
nadian industry will be produced by ownership class and
trade status for reference years 2000 through 2004 (2005
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where available). Variables such as sources of funds for in-
tramural R&D and value and type of intramural expendi-
tures will be included.

4. In addition, results from the market and supply chain ques-
tions included on the 2005 Innovation Survey, which targets
the manufacturing and logging industries, will be tabulated
and analyzed. The analysis will explore variations by own-
ership class and trade status, and by industry and province.

Global Value Chains Data Development — F. easibility Study

A feasibility study was recently approved by the Policy Re-
search Data Group that will present and examine different op-
tions for collecting data on the phenomena of global value
chains, and recommend a course of action for so doing. The
study proposes to do the following things:

1. Clarify concepts and definitions. The U.S. Congressmnal
Government Accountability Office developed a conceptual
framework that defined offshoring in relation to other re-
lated concepts such as foreign direct investment and trade.
The OECD has adopted this conceptual framework and sev-
eral countries have used it to develop surveys and perform
research. There is, however, some work to be done for the
implementation of these concepts in survey-taking. This
means certain concepts associated with offshoring need to
be related to concrete and measurable activities and charac-
teristics. First, the business functions that are offshored need
to be classified in a meaningful way (e.g. legal functions,
payroll functions). Second, the characteristics of those func-
tions need to be classified (e.g. knowledge intensive, high
wage, capital intensive, intellectual property related). Third,
the forms that the offshoring relationships take must be
classified (e.g. contracts, joint ventures, equity).

2. Review the results from other countries’ surveys on offshor-
ing, as well as Canadian surveys related to the matter. This
is important background for the development of options for
the subsequent steps. With respect to the Canadian situation,
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- the intent is to build upon the expertise gained in the follow-
ing surveys which had questions related to offshoring: 2005
Innovation Survey, Natural Health Products Survey, Lan-
guage Industry Survey, :and. the functional Foods and
Nutraceuticals Survey. '

3. Describe and recommend the survey strategy. The strategic
elements include the choice of observation unit and the pro-
posed survey frame, and the description and field-testing of
‘asurvey vehicle. The final sample size will be dependent on
the amount of detail expected to be derived from the sample
(geography, firm size, firm ownership and industrial detail).

Commercialization

Funding was also approved by the Policy Research Data Group
to undertake a pilot survey of commercialization activities in
Canada. This survey will examine how new developments are
brought to market, both for projects undertaken in Canada and
commercialized here and for projects developed by Canadian
firms outside the country to exploit new market opportunities.
The survey will be conducted in 2007 for reference year 2006.
International Labour Supply and Remittances '

Globalization is not just a business enterprise phenomenon.
With an increasing proportion of the labour supply in. many
countries coming from temporary and permanent migration,
households and extended families are becoming more global.

The large immigrant populations in many countries, includ-
ing Canada, transfer. significant amounts .of resources to their
home countries to support family members that remain behind.
The importance of developing reliable estimates of these inter-
national remittances by persons has been recognized by interna-
tional financial and statistical organizations, as well as by the
leaders of the G8 countries at the Sea Island Summit in July
2004. Canadian measures of these flows are poor and the possi-
bility of improving these data is being reviewed. ’

The Survey of Household Spending (SHS) collects some -
data on this phenomenon, but the variance is hi gh given that the
sample is not designed to ensure adequate representation of the
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immigrant population for this particular purpose. Furthermore,
~ the SHS does not provide any breakdown of remittance pay-
ments by country of destination. It may prove feasible. to im-
prove Canadian remittance statistics either through changes to
existing survey vehicles or as part of a new household survey.
Some relevant changes are planned for the Survey of Labour
and Income Dynamics (SLID), including questions about
household-to-household transfer payments. - ;

The Longitudinal Survey of Immigrants does pose ques-
tions related to international household-to-household transfers.
However, a major restriction is that the target population in-
cludes only the immigrant people who arrived in Canada be-
tween October 2000 and September 2001, which is not repre-
sentative of Canada’s immigrant population as a whole for this
particular purpose. Nonetheless, it may be possible to derive
some useful conclusions. ' o :

Whereas most industrialized countries produce separate es-
timates for employment income transactions with non-residents,
Canada does not. A project to improve statistics regarding in-
ternational compensation of employees was launched in early
2006. The project is exploiting administrative data. Updated
statistics on earnings of foreign residents employed by Cana-
dian employers are expected later in 2006. It may not prove
possible to improve statistics on the earnings of Canadians em-
ployed by foreign employers via domestic administrative data
sources. Therefore, an exchange of statistics with partner coun-
tries will be examined. An additional benefit is that some results
of this project will likely be useful for improving estimates of
other components of the balance of payments such as remittance
statistics and a special class of trade in services statistics, identi-
fied as “mode 4” in the General Agreement on Trade in Ser-
vices (GATS), where a service supplier of one country travels to
another country to deliver the service.
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Trade Theory, Trade Policy, and
Cross-Border Integration

Michael Hart and Bill Dymond®

Introduction

In a 1992 article, economist Paul Krugman asked whether the
new trade theory required a new trade policy. He concluded that
it did not, arguing that since existing trade policies were unre-
lated to long-established trade theories', it was difficult to see
why such policies needed to accommodate new theoretical in-
sights. In his view, “GATT-think [is] a simple set of principles
that is entirely consistent, explains most of what goes on in the
negotiations, but makes no sense in economic terms.”* Krug-
man’s point was clever but also misleading because it did not
fully appreciate either the nature or the genius of the interna-
tional trade regime, or the challenges it needed to address in the

* Hart is Simon Reisman Chair in Trade Policy at the Norman Paterson
School of International Affairs and a distinguished fellow of the Centre for
Trade Policy and Law at Carleton University. Dymond is senior executive
fellow at the Centre. This paper was originally prepared for the conference
Integrative Trade between Canada and the United States — Policy Implica-
tions, organized by the Centre For Trade Policy and Law, held at Ottawa Uni-
versity, December 6, 2006. The views expressed are those of the authors and
are not to be attributed to Foreign Affairs and International Trade Canada or to
the Government of Canada.

! Theories first developed by, inter alia, Adam Smith and David Ri-
cardo (specialization and comparative advantage) and refined over the years
by economists like Eli Heckscher, Bertil Ohlin, and Paul Samuelson (the
factor proportions theory) and Ray Vernon (the product cycle theory), and
how supplemented by theories to take account of imperfect competition,
increasing returns to scale, and other factors.

? "Does the New Trade Theory‘ Require a New Trade Policy?" The
World Economy 15:4 (July 1992), p. 429. See Douglas Irwin, Against the

Tide: An Intellectual History of Free Trade (Princeton: Princeton University’

Press, 1996) for a full discussion of the development of trade theories and
the broad commitment of economists to the doctrine of free trade.
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face of deepening global integration. The system of rules and
procedures worked out and applied in the period from the
founding of the US Reciprocal Trade Agreements program n
1934 through the Uruguay Round of GATT negotiations in the
1990s embodied more sensible economic content than Krugman
cared to admit. At the same time, he seemed to discount the ex-
tent to which there needed to be new thinking about trade pol-
icy, some of it in response to new trade theories developed over
the past few decades, but even more to take account of the
changing nature of international production and exchange.

The new thinking needs to learn from insights developed in
industrial organization theory, economic geography, business
economics, and other domestically oriented sub-branches of mi-
cro-economics, suggesting that there are fewer differences be-
tween international trade and domestic commerce than was long
assumed. As Krugman himself explained in a later article, “the
trend in manufacturing has been to slice up the value chain—to
produce a good in a number of locations, adding a little bit of
value at each s’tage.”3 This kind of fragmentation was originally
confined to the firm and then to spatially proximate and, often,
related firms. Increasingly, however, neither geography nor
ownership remain as serious obstacles to the fragmentation of
production and its subsequent integration. Even more pertinent
to international trade, national borders are no longer significant
barriers to the organization of production. Insights into the na-
ture of production and the operations of private firms have
opened up new ways of explaining international trade and in-
vestment. They have also suggested the need for new thinking
about the object and purpose of trade and related negotiations
among governments. \

The old trade policy, despite Krugman’s dismissal of
GATT-think, was firmly grounded on the theory of comparative
‘advantage. It assumed that trade is largely a matter of exchang-
ing goods, that it takes place between national economies, r€-
flecting each country’s resource endowments and comparative

3 Paul Krugman, “Growing World Trade: Causes and Consequences.”
Brookings Papers on Economic Activity, 1 (1995), p. 334.

104




advantage. It further implicitly assumed that national production
was associated with the use of mostly domestic resources,
meaning that export expansion was associated with a commen-
surate increase in domestic value-added, jobs and profits. The
old trade policy sought to remove national barriers to trade in
goods on a progressive, i.e., politically sustainable, basis and to
make the rules of the game fair, _transparent, and non-
discriminatory. Those were the means; the objective was to let
markets work in order to take advantage of specialization and
thus contribute to growth in national and global welfare. It
worked: among OECD economies, trade grew at a rate that far
outstripped growth in production to the point that an increasing
share of national welfare was being derived from international
exchange. Interestingly, as international trade and investment
flourished, more and more could not be explained solely on the
basis of comparative advantage and national endowments.
Economists responded with a range of more sophisticated ex-
planations, including insights derived from analysis of the do-
mestic economy”. :

Of course, Krugman was reluctant to admit that the global
cconomy was beginning to operate more and more like the
large, continental US economy of the early post-war years. In
the 1990s, he popularized sophisticated economic arguments to
demonstrate the extent to which production in the United States
was still largely focused on goods and services consumed at
home®. In terms of a traditional reading of trade statistics, he
was right, but in pointing out that some of the economic prob-
lems being experienced in the United States at that time were

4 See, for example, Patricia Dillon, James Lehman, and Thomas D.
Willett. "Assessing the Usefulness of International Trade Theory for Policy
Analysis," in John S. Odell and Thomas D. Willett, eds., International Trade
Policies: Gains from Exchange between Economics and Political Science
(Ann Arbor: University of Michigan Press, 1990), pp. 21-54 for discussion
of some of the newer trade theories.

> See, for example, "Competitiveness: A Dangerous Delusion," Foreign

Affairs, vol. 73, no. 2 (1994); ‘Does Third-World Growth Hurt First World'

Prosperity?’ Harvard Business Review, July-August 1994; and with Robert
Lawrence, “Trade, Jobs and Wages,” Scientific American, April 1994,
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homegrown, he missed another point: traditional ways of inter-
preting trade statistics no longer captured the extent of interna-
tional economic interdependence. As Douglas Irwin points out,
«A close analysis of the merchandise trade figures indicates that
trade is substantially more important now than in the recent past
for those sectors engaged in trade.”® He calculated that US
merchandise exports as a share of merchandise production grew
from 15 percent in 1970 to nearly 40 percent in 1999, even
though the share of merchandise trade to GDP grew much more
modestly, largely because of the growth of service production
as a share of GDP. In Canada, the exports of goods in 1999 rep-
resented 125 percent of the value of goods production, consis-
tent with the high level of imports in Canadian exports and the
much more export-intensive nature of production in Canada.
The comparable figure for 1970 was 65 percent, suggesting a
similar rise in the export intensity of the economy' .

Cross-border fragmentation and integration of production
between Canada and the United States started well before it had
become commonplace on a global scale. As a result of the 1965
Autopact, automotive production in the two countries was re-
organized in the 1960s to allow the major assemblers and their
suppliers to integrate their facilities on both sides of the border
and thus provide scope for more specialization and the benefits
that flow from economies of scale and larger markets. As border
barriers came down, other industries followed suit, @ process
that deepened and accelerated following the implementation of
the 1989 Canada-US Free Trade Agreement (CUSFTA) and the
1994 North American Free Trade Agreement (NAFTA).

In this paper, we consider the implications of deepening
and accelerating cross-border integration for North American
trade policy. We argue that the benefits that flowed to the two
economies from the conventional trade negotiations of the past
have now been largely realized. More benefits have flowed

¢ Douglas A. Irwin, Free Trade Under Fire, 2nd edition (Princeton:
Princeton University Press, 2005), p. 8.

7 Values calculated from Statistics Canada GDP and Balance of Pay-
ments data.
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from the more innovative provisions in the CUSFTA and
NAFTA. Nevertheless, there remain barriers to the full exploita-
tion of cross-border integration. To achieve these additional
benefits, a concerted effort will be required to address the com-
bined impact of dated, dysfunctional, and intrusive border ad-
ministration, the haphazard process leading to deepening regu-
latory convergence, and the frail institutional capacity to govern
accelerating integration, together with an expansion of the reach
of binational policy-making to address investment, intellectual
property rights, labour, services, and other economic transac-
tions. *

Thus, while the trade policy of the past may have reached
the point of diminishing returns, new challenges have arisen -
that we believe to be amenable to resolution through bilateral
negotiations. Progress on these issues requires a better under-
standing of the successes and limitations of the old trade policy,
the contribution of regional trade negotiations, the nature of
modern production and exchange, their cross-border manifesta-
tion between Canada and the United, and the barriers to their
full development. Following a discussion of these factors, we
will consider the new trade policy issues that need to be ad-
dressed between Canada and the United States and the benefits
that should flow from their successful resolution.

The Old Trade Policy

Over a period of some fifty years—from its first deployment in
the US Reciprocal Trade Agreements Program in the 1930s
through the conclusion of the Tokyo Round of multilateral trade
negotiations in the 1970s and into the opening of the Uruguay
Round in the 1980s—trade negotiations grounded in mercantil-
ist bargaining and negative prescription proved an unqualified
success for those countries prepared to take advantage of this
strategy. The result provided the basis for a tremendous increase
in international trade and a major boost in productivity and
prosperity. Mercantilist bargaining offered a politically accept-
able way to pursue politically difficult economic goals.
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Through such trade negotiations, governments sought to in-
crease economic welfare by reducing discrimination, removing
barriers, disciplining potentially distorting policy measures, and
providing greater scope for the operation of the market, unen-
cumbered by artificial policy barriers. They also sought the or-
der and stability that come with clear rules and equitable dispute
settlement provisions. In short, both legal and economic max-
ims suggested that international trade agreements were mutually
beneficial. Every barrier removed or rule established would
benefit all participants.

Such trade negotiations, however, were in fact pursued on
the basis of pre-economic and pre-legal concepts: every “con-
cession” granted by one party had to be matched by a “conces-
sion” from another. Ministers and their officials, while they
knew better, behaved as if they were engaged in a zero-sum
game. Reason told them that the removal of barriers and the es-
tablishment of rules made sense, but politics dictated that they
could only achieve these goals by seeking greater export oppor-
tunities while minimizing the prospect and benefits of increased
import competition. Political discourse was based on the conceit
that the strength of the nation required a positive trade balance,
an ability to do without imports, and the promotion of strategic
advantage over all other nations. British economist Martin Wolf
first called this process mercantilist bargaining and suggested
that, perversely, it was only through mercantilist bargaining that
progress could be made®.

Mercantilist bargaining also proved superbly suited to the
architecture of the US-inspired reciprocal trade agreement: an
interlocking set of negative prescriptions by which governments.
undertook self-denying ordinances disciplining their capacity to
impose trade barriers at the border and to discriminate among
domestic and imported goods or among their trading partners.

8 See Martin Wolf, “A European Perspective,” in Robert M. Stern,
Philip H. Trezise and John Whalley, eds., Perspectives on a U.S.-Canadian
Free Trade Agreement (Washington: Brookings Institution, 1987). In Why
Globalization Works (New Haven: Yale University Press, 2004), he provides
a much more complete picture of the role of trade negotiations in spreading
the benefits of globalization.
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Its substantive obligations required participants to refrain from
applying their trade policies in ways that were contrary to these
fundamental rules. The obligations did not require adherence to
absolute standards of behaviour, nor did they impose rules and
procedures for the detailed administration of trade policy. There
was no obligation in the GATT, for example, to set maximum
tariff rates. GATT members remained free to negotiate such
rates and free to apply them at lower levels or not all. The basic
national treatment obligation did not guarantee a standard of
treatment for imports, for example, respecting the level of indi-
rect taxes, but rather required that such taxes or other regula-
tions affecting internal trade not be higher or more burdensome
than those applied to products of domestic origin.

With respect to non-tariff barriers, the GATT did not re-
quire its members to apply countervailing or antidumping
measures, marks of origin, quantitative restrictions on trade, or
subsidies, but rather established disciplines on the use of such
measures. The articles allowing exceptions for balance-of-
payment reasons, tariff preferences, or import surges were simi-
larly encumbered with disciplines and in some cases surveil-
lance, all intended to make their use difficult. While the articles
on customs administration and valuation set out prescriptive
rules and procedures, the need for such measures arose from the
application of an import regime which the GATT did not sub-
stantively require’. The arch over all these obligations was the
general requirement of most-favoured-nation treatment.

The focus of these negotiations was barriers to the ex-
change of goods. Barriers to the flows of services, investment
capital, the internationalization of intellectual property rights,
temporary business travel, labour, and other cross-border trans-
actions were - governed, if at all, by separate international in-
struments, none of which included the kinds of rights and obli-

? Article X on the publication and administration of trade regulations is
an exception to the paradigm of negative prescription. It should be added,
however, that the existence of a body of norms (rather than requirements),
did lead to a gradual convergence in the trade policies of the core GATT
Members, the industrialized countries clustered around the North Atlantic.
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gations that became the basis of the trade-in-goods regime. In-
ternational air services, for example, were governed on the basis
of a series of interlocking bilateral arrangements that were
crafted not only on the basis of mercantilist bargaining, but pur-
sued in order to achieve mercantilist results. Unlike the equality
of opportunity that was critical to the goods regime, the patch-
work of other international arrangements was much more
geared to specific outcomes. The intellectual property regime
embedded in the arrangements administered in the World Intel-
lectual Property Organization (WIPO) relied on comity rather
than enforceable contract.

In the six rounds of multilateral trade negotiations between
the provisional entry into force of the GATT in 1948 and the
completion of the Tokyo Round in 1979, there was no signifi-
cant change in this fundamental architecture. The focus of each
negotiation was the reduction of tariffs on industrial goods
through mercantilist bargaining. While the Kennedy and Tokyo
Rounds expanded negotiations beyond tariffs to the develop-
ment of disciplines on export and internal subsidies, the applica-
tion of countervailing and antidumping duties, and separate
agreements on trade in civil aircraft and government procure-
ment, the results were fully consistent with the principle of
negative prescriptionlo. In two areas of the Tokyo Round, how-
ever, there was already evidence of the pending shift in the cen-
tre of gravity from negative prescription to positive rule-
making. Agreements governing customs valuation and technical
barriers made a tentative start at requiring adherents to adminis-
ter regulations along specified lines. Neither agreement, how-
ever, required countries to impose a tariff on imports or to
maintain a products standards regime.

The Uruguay Round fundamentally altered the nature of the
GATT-based trade relations system'', In addition to some ma-

1 For an analysis of the Tokyo Round, its origins, its objectives, issues
and results see Gilbert R. Winham, International Trade and the Tokyo
Round Negotiation (Princeton: Princeton University Press, 1986).

1 For a useful summary, see Jeffrey J. Schott, The Uruguay Round: An
Assessment (Washington: Institute for International Economics, 1994). See
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Jor achievements within the traditional framework, it made a
decisive shift toward positive rule-making as the basis for a new
architecture of international trade rules. It also sought to extend
the ambit of the rules to other economic transactions, particu-
larly trade in services, some trade-related aspects of investment,
and intellectual property rights. The shift into rule-making is
particularly apparent in the agreements governing trade in ser-
vices, the protection of intellectual property, technical barriers,
and sanitary and phytosanitary measures, and in parts of the ag-
riculture agreement'2. When combined with the positive obliga-
tion to ensure conformity with WTO rules, a more potent dis-
pute settlement system, the trade policy review mechanism, and
the new disciplines on services and intellectual property rights, -
the WTO institutionalized a degree and intensity of intervention
into domestic governance which exceeds anything possible or
contemplated under the GATT.

The stalemate at the Doha Round of negotiations suggests
that the transition from a regime of negative to positive rules
was not fully thought through. The bargaining techniques that
had worked so well for more than fifty years proved less well
suited to the emerging architecture and the much more compre-
hensive ambit of the rules. As discussed further below, regional
negotiations relied less on mercantilist bargaining and proved
more adept at dealing with the politically tricky issues inherent
in positive rule making. Nevertheless, the GATT trade relations
system, now encompassed in the 1995 World Trade Organiza-
tion Agreement, proved an enduring idea and continues to be at
the centre of the modern trade relations system. It was based on
several key assumptions: -
trade policy should be non-discriminatory, as expressed in

the principles of unconditional most-favoured-nation treat-
ment and national treatment;

also John Croome: The Results of the Uruguay Round: A Guide, (Geneva:
WTO, 1995). \

" we explore the detail of what this entailed in “Post-Modern Trade
Policy: Reflections on the- Challenges to Multilateral Trade Negotiations
After Seattle,” Journal of World Trade 34:3 (June 2000).
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= the primary regulator of trade should be the highly visible
mechanism of the tariff, a mechanism that affects prices,
rather than other mechanisms such as quantitative restric-
tions;

= tariffs and other barriers to trade should be progressively re-
duced so that the gains from trade can be realized and eco-
nomic welfare increased;

= trade results largely from the activity of private entrepre-
neurs rather than governments; ‘
= governments should be allowed to impose barriers against
dumped or subsidized or otherwise politically intolerable
levels of imports; and
= disputes between members should be resolved through a
process of consultation and negotiation; retaliation and
counter-retaliation should be avoided. '
Over the years, the system became increasingly complex in or-
der to compensate for the failure of the more ambitious Interna-
tional Trade Organization (ITO) to come into being. Despite
these difficulties, the cumulative impact of the GATT—and
now the WTO—was significant. Merchandise trade was liberal-
ized, particularly among the advanced industrial economies;
tariffs were cut; old-fashioned discriminatory quantitative re-
strictions were eliminated; and many potentially harmful prac-
tices were restrained by its rules”.

13 jts impact was much more limited in curbing the protectionist in-
stincts of developing country governments. As a result, their participation in
the benefits of international trade was much more limited, a reality that is
only now beginning to be addressed by some developing countries through
unilateral measures and bilateral arrangements. We explore the perverse im-
pact of special and differential treatment for developing countries and their
governments’ approach to multilateral negotiations in “Special and Differen-
tial Treatment and the Doha ‘Development’ Round,” Journal of World Trade
37:2 (April 2003). Gary Hufbauer sarcastically points out, “everyone
‘knows’ that trade ministers representing poor countries can’t be asked t0
dismantle their barriers because ... well, because they like to use muddled
infant industry arguments to confer favours on well-connected constituents.”
“Inconsistency between Diagnosis and Treatment,” Journal of International
Economic Law, 8:2 (June 2005), p. 293.
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Mercantilist bargaining proved a politically successful way
to harness the power of comparative advantage and its benefits
can be clearly explained on the basis of conventional trade theo-
ries, particularly the Heckscher-Ohlin-Samuelson model. But
these models rely on a stylized explanation of the mechanics of
production and international trade that is increasingly far re-
moved from current experience in the real economy. The way
firms are organized to produce goods and services for either
domestic consumption or export is of little moment to trade the-
ory; industrial organization (IO) theory can be used to describe
it, but few bridges were built to integrate the theories developed
in these two branches of micro-economics until recently. Indus-
trial organization theories explain the organization of produc-
tion while international trade theories explain the exchange
across national borders of the resulting goods and services. Tra-
ditional trade policy thinking and practice continues to rely on
this division of labour and remains poorly informed on emerg-
ing IO theory.

The old trade policy assumed that international trade, in-
vestment, and other cross-border transactions took place largely
between firms and individuals in one country and unrelated
firms and individuals in another. It regarded the large, vertically
integrated, horizontally diversified, managerially coordinated
enterprise famously described by Alfred Chandler as typical'.
With the exception of raw materials, machinery, and luxury
products, experience suggested that goods and services were
primarily consumed in the country in which they were produced
by such firms. Goods and, to some extent, services were also
produced for export but the successful penetration of a market
often led to import-substituting investments and a return to the

' Alfred Chandler, The Visible Hand: The Managerial Revolution in
American Business (Cambridge: Harvard University Press, 1977) and Scale
and Scope: The Dynamics of Industrial Capitalism (Cambridge: Harvard
University Press, 1990). Chandler’s work was given important theoretical
underpinnings in Oliver Williamson, The Economic Institutions of Capital-
ism (New York: The Free Press, 1985), relating the structure and operation
of these firms to emerging theories about transactlon costs, imperfect compe-
tition, and more.
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dominant pattern of domestic production for local consumption.
International transactions thus largely involved sales of primary
goods, machinery, and luxury goods, exports of excess produc-
tion, establishment of foreign affiliates through foreign direct
investment, transfers of technology through affiliates and li-
censing arrangements, and the provision of various. supporting
services such as transportation, communication, and insurance.
Nevertheless, in response to market liberalization, particularly
among members of the Organization for Economic Cooperation
and Development (OECD), exports steadily increased as a share
of global output, rising from about 7 percent in 1950 to about
15 percent by the mid-1970s".

Lessons from Regional Negotiations

Mercantilist bargaining was not the basis upon which the mem-
bers of the European Union negotiated the treaties that formed
the basis for their increasingly integrationist project, nor was it
the basis for concluding the Canada-United States Free Trade
Agreement or the North American Free Trade Agreement. Each
of these negotiations sought a much more thorough approach to
rule-making and the resulting agreements reflect a detailed con-
struction of rules to govern deepening integration among its
members. They set out to cover the full range of cross-border
transactions, from labour and capital to services and intellectual
property rights. From the outset, these negotiations aimed at
encouraging efficiency and integration, rather than simply the
mercantilist goal of increased exports. In some ways, these re-

15 The WTO calculates that the ratio of world trade in goods and ser-
vices to output increased from 7 to 15 per cent over the period 1950 to 1974,
and from 15 to 28 per cent between 1974 and 2004 , i.e., it has quadrupled
since 1950. It grew most rapidly in the first two decades, slowed perceptibly
during the 1970s and 1980s, and again grew rapidly since, consistent with,
first, the impact of post-war recovery, and second, the impact of regional and
global integration. See WTO, International Trade Trends and Statistics (Ge-
neva: WTO, 1996 and 2006), accessed at wto.org. A recent Economist sur-
vey focuses on the extent to which the more recent surge has integrated de-
veloping country producers more fully into global production, trade, and
investment patterns. “The new titans,” The Economist, September 14, 2006.
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gional negotiations reflected the full implementation of the
logic of the old trade policy, but in other ways tried to come to
grips with the demands of promoting and governing deeper in-
tegration. ,

Against a background of nearly half a century of depression
and war, European governments in the 1950s embarked on an
ambitious program of political cooperation and economic inte-
gration. Based on the deeply held conviction that countries that
trade with each other and have an interest in each others’ eco-
nomic welfare are less likely to go to war or engage in destruc-
tive protectionist strategies, western European governments
pursued top-down, policy-induced economic integration'S.
Over the course of the past five decades, the European integra-
tion movement has steadily expanded from the original six to
now 27 member states, plus association arrangements with
neighbours, potential members, and former colonies.

Simultaneous to the widening of the EC/EU, member gov-
ernments steadily worked to deepen its impact. The 1957 Treaty
of Rome committed members to implement the four freedoms:
free movement of goods, services, capital, and people. Imple-
mentation of the free movement of goods was effected by re-
moving intra-European tariff and non-tariff barriers and by
adopting a Common External Tariff and a Common Agricul-
tural Policy. This was accomplished by the original six mem-
bers by 1968 and became a condition of entry for all subsequent
members. The free movement of the other factors of production,
however, proved a much more daunting challenge. In effect, it
required a high degree of convergence in the regulatory regimes
that are at the heart of the modern welfare state and that, either
directly or indirectly, operate to segment national markets and
frustrate integration. Over the past 20 years, through a process
of both legislation and litigation, members of the EU succeeded

' Noted Jean Monnet, the father of European integration, in one of the
most-quoted passages from his Memoirs “There will be no peace in Europe
if States reconstitute themselves on a basis of national sovereignty. ... Euro- .
pean States should form themselves into a federation or a ‘European entity’
Wwhich would make them a joint economic unit.” Memoirs (Garden City, NIJ:
Doubleday, 1978).
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in creating the rules and structures required to govern a conti-
nent-wide single market. As Michelle Egan points out, by
closely emulating the US experience in creating an integrated,
continent-wide market in the 19th century, the EU succeeded in
erasing borders and creating a similarly integrated market in
Europe. In the United States, the Constitution’s Commerce
clause and the courts proved critical, while the EU relied on the
Treaty of Rome and the European Court of Justice'".

The two North American Agreements, on the other hand,
reflected an effort by first Canada and the United States, and
then Mexico, to catch up to the reality of market-driven, cross-
border integration by negotiating a framework of rules conso-
nant with that reality. Rather than the push of government ac-
tion, Canada-US integration has been driven largely by the pull
of market forces: proximity, consumer choice, investment pref-
erence, and firm behaviour. Government policy has been largely
responsive, motivated by efforts to resolve problems generated
by market-driven integration. Rather than seeking deeper inte-
gration, governments only gradually accepted the need to facili-
tate it by addressing problems experienced by private traders
and investors. The result is a much more piecemeal and less de-
liberate approach to rule-making and - institution-building.
Unlike in Europe, the governmental response in North America
has been prompted by commercial and economic considerations
and has been at pains to keep geopolitical and security consid-
erations at arm’s length in forging new rules and arrangements
to address deepening economic integration.

17 See Michelle P. Egan, Constructing a European Market: Standards,
Regulation, and Governance (New York: Oxford University Press, 2001).
The American parallel is instructive, particularly in light of Canada’s own
more difficult progress in effecting a more integrated market through the
Internal Trade Agreement. For Canadians, perhaps the most instructive les-
son from Europe does not lie in efforts to create first a customs union and
then a single market, but in the efforts of the Outer Seven—the members of
the European Free Trade Association (EFTA)—first to maintain their sepa-
rate markets, then to negotiate individual free-trade agreements followed by
the short-lived European Economic Area (EEA) arrangement and finally full
participation in the single market for most EFTA members. The logic of the
market drove decisions about its governance. '
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British economist David Henderson defines integration “as
a tendency for the economic significance of political boundaries
to diminish.”'® It takes place when one or more formerly sepa-
rated markets combine to form a single market, leading to in-
creased flows of cross-border trade of not only final consumer
products but also intermediate inputs and raw materials, as
firms. reorganize their activities around regional markets for
both inputs and outputs. Integration enables producers and con-
sumers to benefit more fully from their relative strengths and to
respond more efficiently to changing economic conditions. It
may open new territories for an economy’s output, strengthen
exploitation of economies of scale, increase access to poten- -
tially cheaper suppliers of inputs, and create new opportunities
for foreign direct investment, as firms restructure the vertical
and horizontal arrangements of their enterprises. Greater com-
petition is also likely to make goods and services more afford-
able, thereby expanding consumer purchasing power, and add to
consumer choice.

Whether driven by the push of government policy or the
pull of market forces, deepening integration between two or
more countries disposes them to create common policies to
regulate the production and distribution of goods and services
and a joint approach to external trade and investment. Canada
and the United States, while nominally committed to no more
than a free-trade area, have in reality already implemented as-
pects of a customs union and even of a common market. Based
on broadly shared goals and perspectives and common needs,
the two governments have developed a dense framework of
formal and informal networks and relationships that ensures a
high degree of convergence in the design and implementation of
a wide range of rules and regulations.

Both the European treaties and the North American agree-
ments are built on an architecture of positive rules rather than
negative prescriptions, and neither was the product of mercantil-

*® David Henderson, “Putting ‘Trade Blocs’ into Perspective,” in Vincent
Cable and David Henderson, eds., Trade Blocs? The Future of Regional Inte-
&ration (London: Royal Institute of International Affairs, 1994), pp. 179-80.
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ist bargaining. Both are much more ambitious in their coverage.
Both anticipate the new trade policy and both reflect the much
more intensive nature of exchange within the territory covered
by the rules. In the case of Europe, the treaties helped to forge
more integrative business strategies. In the case of North
American, the agreements reflected the extent to which business
was pursuing more integrative strategies. In both instances, the
architecture and bargaining strategy of the old trade policy
proved ill-suited. (

The effective market today is global and its reach is in-
creasingly reflected in the organization of production. The
United States in the 19th century and the EU, and to a lesser
extent, Canada in the closing years of the 20th century, saw a
need to forge rules and governance structures consonant with
the emergence of larger markets and more widely integrated
production strategies. The focus of these efforts was divergent
regulatory regimes that artificially segmented markets and frus-
trated achieving the benefits of wider markets and more effi-
cient production structures. Today, both markets and production
have gone global, while governance remains largely national in
scope and reach. ‘

The New Industrial Context: Fragmentation and Integration

Over the past few decades, traditional international exchange
has gradually begun to give way to a much more integrated
kind, with more and more transborder transactions taking place
within firms, among related parties, or within integrated net-
works'®. Many more goods traded internationally today are
parts and components for assembly into end-products closer to
the point of final consumption. Production is being geared to 2
much wider market, the range of goods and services that are

19 The UNCTAD Division on Transnational Corporations and Invest-
ment reports that by 2005, some 77,000 firms qualified as multinational in
their activities, each accounting for an average of ten separate foreign affili-
ates. World-wide sales by foreign affiliates had reached US$22.2 trillion in
2005, nearly double world-wide exports of goods and services at US$12.6
trillion. See World Investment Report (Geneva: UNCTAD, 2006).
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exchanged internationally has widened considerably, and capital
and technology move between nations not only to promote im-
port-substituting, but also export-oriented production. Global
competition, scientific and technological breakthroughs, as well
as consumer sophistication are shortening the product cycle and
placing a premium on quality, manufacturing fluidity, and in-
innovation. International exchange now involves a much more
complex and sophisticated range of economic transactions and
is as likely to involve dealings among related than unrelated
parties. ‘The vertically integrated firms of the early postwar
years have given way to much more flexible, horizontally or-
ganized enterprises®’. Production is steadily being re-organized
on a global basis and the nature of extra-national economic
transactions reflects this change. In the words of the University
of Manchester’s Peter Dicken, the global economy has been
transformed into “a highly complex, kaleidoscopic structure in-
volving the fragmentation of many production processes,. and
their geographical relocation on a global scale in ways which
slice through national boundaries.”?! : ‘ :
The literature suggests that there were three basic catalysts
to the acceleration of globalization: the steady liberalization of
trade and investment among industrialized countries after the
Second World War, the more recent rapid industrialization of
the third world, and the impact of technological breakthroughs
that have brought down the costs of transportation and commu-
nication. The impact of these three factors has been mutually
reinforcing and cumulative. Duke University sociologist Gary
Gereffi insists, however, that “of far greater significance are
several novel features in the nature of international trade that do
not have counterparts in previous eras. ... The three new aspects

0 See Naomi R. Lamoreaux, Daniel M.G. Raff, and Peter Temin, “Be-
yond Markets and Hierarchies: Toward a New Synthesis of American Busi-
ness History,” dmerican Historical Review 108 (April 2003), pp. 404-33.

Much of the article is a critical analysis of the lessons of business history

since Chandler wrote The Visible Hand. .

! Peter Dicken, Global Shift: Reshaping the Global Economic Map in
the 21st Century (4th edition, London: Sage, 2003), p. 9. :
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of modern world trade relevant here are (1) the rise of intra-
industry and intra-product trade in intermediate inputs; (2) the
ability of producers to ‘slice up the value chain,” in Krugman’s
phrase, by breaking a production process into many geographi-
cally separated steps; and (3) the emergence of a global produc-
tion networks framework that highlights how these shifts have
altered governance structures and the distribution of gains in the
global economy.”2 L '

The fragmentation of production through a process. of out-
sourcing and subsequent re-bundling within large and techno-
logically sophisticated supplier networks has become increas-
ingly prevalent in industries from food processing, aviation, and
motor vehicles to apparel, electronics, and house-hold prod-
ucts®. Both value-chain fragmentation and the sophistication of
the firms that make up the fragments have made it easier to re-
locate specific nodes of production and to take advantage of a
range of distant factors, from low-cost labour and specialized
skills to access to critical inputs and public policy considera-
tions. As the production of manufactured goods becomes ever
more disaggregated, varied, and sophisticated, the cost of de-
veloping and manufacturing new products has increased expo-
nentially. More and more, the costs are concentrated in develop-
ing the product—both the product and the most cost-effective
process by which to manufacture it—rather than in production,
devaluing the labour content in many products and increasing
the risk in producing it. MIT geographer Tim Sturgeon points
out: “In both manufacturing and service industries, ... many

22 Gary Gereffi, “The Global Economy: Organization, Governance, and
Development,” chapter 8 in Neil J. Smelser and Richard Swedberg, eds., The
Handbook of Economic Sociology, ond edition (Princeton, NJ: Princeton
University Press and Russell Sage Foundation, 2005), p. 166.

23 gyen W. Arndt and Henryk Kierzkowski note “fragmentation is not a
new phenomenon; nor is out-sourcing. ... In the modem era, however, both
have acquired international dimension and complexity and probably repre-
sent one of the most important distinguishing features of contemporary glob-
alization.” “Introduction,” in Arndt and Kierzkowski, eds., Fragmentation:
New Production Patterns in the World Economy (Oxford: Oxford University
Press, 2001), p. 2. o i
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companies have been shifting specialized activities out-of-house
to an increasingly competent set of suppliers, contract manufac-
turers, and intermediaries. ... While offshore assembly was ini-
tially done by the subs1d1ar1es of multinational firms, growing
capabilities in the supply-base led to the emergence of inde-
pendent and highly sophisticated developing country suppliers
in places like Taiwan, Korea, and Singapore as well as a cadre
of huge ‘global suppliers’ headquartered mainly 1n developed
countries but with extensive worldwide operations.” 2

Li & Fung of Hong Kong is a prime example of a modern
specialist in managing the economics of fragmentation and ag-
glomeration. It has access to a network of about 7,500 contract
suppliers all over Asia employing as many as 1.5 million work-
ers, providing a critical mediating service bringing brand-name
firms together with highly efficient contract manufacturers: Li
& Fung takes orders from companies all over the world to
“make things” for them, from ballpoint pens and golf clubs to
computers and televisions. It in turn finds the right contract
manufacturer and organizes the logistics to supply the ordered

“thing” to the customer, based on the customer’s specifications.
Many contract suppliers maintain offices in Hong Kong to liaise
with Li & Fung and prov1de it w1th product development and
engineering information®..

Firms like Li & Fung are key to understandlng the increas-
ing role of China in the value-added chain: the location of
choice for “making things.” India, on the other hand, has be-
come the favoured place for service inputs. An increasing range

Tlmothy Sturgeon Measurmg the Offshoring of Service Work and its
Impact on the United States, accessed at
http: //web mit.edu/ipc/owg2005/summary.html.

® See Victoria Curzon Price, “Some Causes and Consequences of
Fragmentatlon,” in Arndt and Kierzkowski, Fragmentation: New Production
Patterns in the World Economy (Oxford: Oxford University Press, 2001), p.
96. As its website boasts, “Li & Fung is today one of the premier global con-
sumer-products export trading corporations managing the supply chain for

high-volume, time-sensitive consumer goods. Our mission is to deliver the -

right product at the right price at the right time.” www.lifung.com. See also
“Manufacturing Survey,” The Economist, June 20, 1998.
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of service inputs are being sourced in India, taking advantage of
its wealth of IT professionals and English-speaking, well-
educated office workers. Its contribution began with low-value-
added activities, such as back-office transactions and call cen-
ters, but steadily expanded to include software programming,
engineering, design, accounting, legal and medical advice, and a
broad array of other professional services. “The computeriza-
tion of work, the advent of the Internet, the standardization and
automation of a range of business processes, and the availability
of very low-cost, high-speed data networks have made it easier
for firms in advanced economies like the United States to con-
nect to the capabilities that exist in developing countries like
China, Ireland, Australia, Canada, India, and the Philippines,
and this combination of factors appears to be causing a wide
range of ‘knowledge work’ to become more footloose.”™
Fragmentation and integration combine to increase the ex-
tent and intensity of international transactions, allowing slices
of the production process to be moved to the best possible loca-
tion. The speed and efficiency with which these slices can be
integrated clearly have a bearing on the optimal degree of frag-
mentation. Fragmentation thus allows firms to specialize to a
much greater degree and reap greater advantages from econo-
mies. of scale and scope. Gereffi points.out that “today, we live
in a world in which deep integration, organized primarily by
transnational corporations (TNCs), is pervasive and involves the
production of goods and services in cross-border value-adding
activities that redefine the kind of production processes con-
tained within national boundaries. ... While the postwar interna-
tional economic order was defined and legitimized by the
United States and the other core powers that supported it in
terms of the ideology of free trade, it was the way in which
transnational corporations linked the, production of goods and
services in cross-border, value-adding networks that made the

26 Sturgeon, Measuring the Offshoring of Service Work and its Impact
on the United States, op. cit.
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global economy in the last half of the twentieth century qualita-
tively distinct from what preceded it.” 2’ co

Systematic data on the extent of this integration is difficult to
find, in part because official statistics cannot.capture the full
value of cross-border service links or the input of services pro-
vided through proprietary and other networks, e.g., design, engi-
neering, and marketing, whether done in-house, -outsourced lo-
cally, or outsourced internationally. Statistical agencies have no
way of counting the value of Italian design and German engineer-
ing in a toilet ultimately manufactured in Mexico and imported
into Canada through a US distribution network. They count the
computer on which this is being written as a Chinese import,
rather than as the fruit of the design, engineering, and marketing
input of the brains at Apple’s Cupertino, California campus™.
The data collected by statistical agencies thus does not always
accurately capture the origin of value-added in a complex multi-
country production process®’. '

From a policy perspective, governments are particularly in-
terested in the intersection of firm-specific value and location-

*7 Gereffi, “The Global Economy: Organization, Governance, and De-
velopment,” op. cit., at pp. 163-64.. :

8 As Business Week points out, the statistical wizards at national sta-
tistical agencies “have no way of tracking the billions of dollars companies
spend each year on innovation, product design, brand-building, employee-
training, or any of the other intangible investments required to compete in
today’s global economy.” Michael Mandel, et al., “Why the Economy is a
Lot Stronger than You Think,” Business Week, February 13, 2006. The in-
creasing proportion of services in'national accounts reflects not only a more
prosperous economy with an increasing desire for services rather than goods,
but also the disaggregation of production into increasingly smaller slices,
many of which are counted as the production of services rather than as part
of the goods in which they are embedded, as well as the service links re-
quired to bring the spatially separated slices together.

¥ Alexander Yeats, by analyzing data for selected industries and ex-
trapolating the results more widely, estimates that a third or more of world
trade is made up of parts and components. “Just How Big is Global Produc-
tion Sharing?” in Amdt and Kierzkowski, eds., Fragmentation: New Produc-
tion Patterns in the World Economy (Oxford: Oxford University Press,
2001), pp. 108-143. - : ‘
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specific value. Firms are now less constrained in their choices
of geographic location by distance and policy, -and seek to en-
hance value by dispersing their value-added activities spatially.
Governments, in the interest of attracting value-added activity
to their location-specific jurisdictions, now compete in promot-
ing policy settings that are congenial to increasingly mobile
slices of production by removing barriers and providing positive
incentives. In this quest, they are learning that the trade agree-
ments of the past may have been critical to providing the
framework of rules that initially promoted fragmentation and
integration, but are no longer sufficient. :

Canada-US Cross-Border Integration

The integration that increasingly characterizes the global econ-
omy has a longer history at a bilateral Canada-US level. In an
earlier era, proximity disposed Canadians to develop a trade and
investment dependence on the US market and US capital. The
exploitation of Canada’s storehouse of raw materials and the
establishment of miniature-replica branch plants both developed
with heavy doses of US capital. Today, Canada exhibits a high
level of both groduction and consumption dependence on the
United States. Tts earliest modern manifestation involved the
automotive industry. A unique set of circumstances at the time,
captured in the Autopact, encouraged the development of inte-
grated, cross-border production31. Much of what is now com-
monplace was pioneered in the auto sector: in-house fragmenta-
tion and outsourcing on a continental rather than regional or na-
tional basis, followed by out-of-house cross-border fragmenta-
tion. The successful introduction of lean, just-in-time produc-
tion techniques, pioneered in Japan and introduced in North

30 For a description of the geography of production in Canada, see Tain
Wallace, 4 Geography of the Canadian Economy (Toronto: Oxford Univer-
sity Press, 2002).

31" On the origins and evolution of the Autopacf, see Michael Hart, 4
Trading Nation: Canadian Trade Policy from Colonialism to Globalization
(Vancouver: UBC Press, 2002), pp. 240-47. :
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‘America in the 1980s, further accelerated this ' fragmentation
process>. - : 3

Since the implementation of the CUSFTA and NAFTA,
fragmentation has become commonplace throughout North
American industry, involving both manufacturing and service
industries®>. High levels of both two-way intra-industry trade
and foreign direct investment indicate continued cross-border
integration and rationalization of production between Canada
and the United States, as well as a deepening interdependence
of manufacturing industries. Canada is the second-leading des-
tination for US foreign direct investment while the United
States is the prime destination of Canadian FDI. Proximity of
the US and Canadian industrial heartlands, well-developed in- -
frastructures, and transparent legal systems all contribute to the
highly integrated nature of the two economies. In turn, this inte-
gration contributes to a high level of trade as each country is the
other’s largest foreign market and leading supplier of imported
goods® . S

Discussion of Canadian international economic patterns of-
ten focuses on trade in goods and emphasizes exports. A more
realistic picture emerges, however, by looking at imports and
exports of both goods and services, at inflows and outflows of

* 32" See James P. Womack, Daniel T: Jones,y and Daniel Roos, The Ma-
chine that Changed the World (New York: Macmillan, 1 990).

> For example, the Canadian and USagri-food sectors have become
much more integrated. Canadian and US fresh fruit and vegetable consumption
is growing and increasingly involves two-way trade, with the direction depend-
ent on the season. Cross-border production by Canadian and US multinational
food companies has steadily risen, lowering production costs and giving con-
Sumers access to a wider variety of products. See Steven, Zahniser, ed., NAFTA
at 11: The Growing Integration of North American Agriculture (Washington,
USDA Economic Research Service Outlook Report No. WRS0502, February
2005), accessed at www.ers.usda.gov/Publications/WRS0502/ .

3 See U.S. International Trade Commission, Production Sharing: Use
of U.S. Components and Materials in F oreign Assembly Operations, 1995-
1998, Publication 3265 (Washington, 1999), for a detailed assessment of the
extent and nature of cross-border production sharing in the motor vehicle,
aircraft, rail locomotives and rolling stock, computer hardware, semiconduc-
tor, and telephone equipment industries.
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investment capital, at sales by foreign affiliates, and at exports
of goods as a share of domestic shipments. As Howard Lewis
and David Richardson point out, “it is becoming increasingly
meaningless, if not outright impossible, to think of trade as
something separate from cross-border investment, or .of export-
ing as something separate from importing products and innova-
tive ideas. All are tied together in the extended family of global
commitment.”>> As such, Canada’s involvement in the global
economy is much more diversified and the full importance of
international exchange becomes clearer. It also makes- clear
why, as the US economy moves further up the value chain, so
does the Canadian economy, increasing trade opportunities for
foreign exporters to North American markets and investment
opportunities in overseas economies. :

Preliminary figures for 2006°¢ indicate that Canadian firms
and individuals produced $524 billion in goods and services for
export and imported $486 billion in goods and services from all
sources. The United States remained by far the most important
destination for Canadian merchandise exports at $362 billion
(78.9 percent), and the principal supplier of Canadian merchan-
dise imports at $265 billion (65.5 percent). The increasing value
of the Canadian dollar relative to the US dollar as a result of
rising resource prices appears to have had a larger impact on
diversifying merchandise imports rather than exports. China has
become the second largest supplier to the Canadian market,
while the EU remains the second largest destination for Cana-
dian exports. ‘ - roo

On the investment front, Canadian direct investment
abroad, with a cumulative book value of $465.1 billion in 2005,
continued to outpace the cumulative book value of foreign di-
rect investment in Canada at $415.6 billion®’. The value of Ca-

3 Howard Lewis III and J. David Richardson, Why Global Commitment
Really Matters (Washington: Institute for International Economics, 2001), p. 11

36 Figures from Foreign Affairs and International Trade Canada,
http://www.international.gc.ca/eet/balance-payments-en.asp.

37 Figures from Foreign Affairs and International Trade Canada,
hitp://www.international.gc.ca/eet/foreign-statements-en.asp.
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nadian direct investment abroad exceeded the value of foreign
direct holdings in Canada for the first time in 1997 and has re-
mained that way ever since. As a result of increasing cross-
border investment, Canadian firms are increasing their presence
in the United States through sales by affiliates, particularly in
the services sector, just as US-owned affiliates continue to have
an important place in the Canadian market place. Analysis of
cross-border investment patterns indicates that much of it is
trade-enhancing as Canadian and US firms strengthen their po-
sition in supply chains and distribution networks while overseas
investment is geared more to substituting for trade: McCain’s,
for example, invests in Europe to process locally sourced inputs
while it invests in the United States to enhance its ability to dis-
tribute product from its Canadian operations. Canadian  firms
have become increasingly involved in cross-border mergers and
acquisitions, the principal vehicle for FDI flows and for seizing
the advantages of deepening integrative trade. From the begin-
ning of 2003 through the first quarter of 2006, Canadian firms
acquired more than 1,000 foreign firms, while foreign firms ac-
quired 373 Canadian firms.>® :

In 2003, the latest year for which such data are available,
about 43,310 Canadian-based firms were engaged in exporting.
Of these, 27,747 (64.2 percent) exported to the United States
alone, 5,802 (13.4) percent) exported only to non-US destina-
tions, and 9,671 (22.4 percent) to both. Fewer than 4 percent of
these firms, accounted for more than 80 percent of total exports,
and 12 percent accounted for 93.5 percent of Canada’s total
merchandise exports. The profile of successful exporting firms
is also highly skewed toward foreign-controlled firms. Of the
44,469 firms which registered as exporters in 2002, only 3,597
(9 percent) were foreign-controlled, but they were responsible
for nearly half of merchandise exports>. : '

** Robert Yalden, “Gobble Means Grow,” National Post, June 28,

2006, p. FP23.

? Statistics Canada, 4 Profile of Canadian Exporters 1993-2003, Cata-

logue No. 65-506-XIE, and Craig Byrd, Foreign Control of Canada’s Mer-
chandise Exports, 2002-(Statistics Canada Catalogue No. 65-507-MIE, No. 4)
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Similar data are not available on the number of Canadian-
controlled exporting establishments with assets or affiliates in
foreign markets, particularly the United States, or of the owner-
ship and investment profile of importing establishments, but the
data on the dominant position of foreign-controlled exporters
suggest that firms active in international markets as traders are
also active in those markets as investors. As Lewis and Richard-
son discovered, internationally engaged firms are more produc-
tive and innovative, pay higher wages, and are more profitable,
not just in the United States, but in most other economies™.

Both cross-border and global supply chains today depend
critically on relationships that extend well beyond arm’s-length
transactions between customer and supplier. As US business
economist Stephen Blank notes “Ottawa and Washington talk
about the world’s largest bilateral trading relationship. But we
really don’t trade with each other, not in the classic sense of one
independent company sending finished goods to another. In-
stead we make stuff together; ... [we] share integrated energy
markets; dip into the same capital markets; service the same
customers with an array of financial services; use the same
roads and railroads to transport jointly made products to market;
fly on the same integrated airline networks; and increasj,ngly
meet the same or similar standards of professional practice. 4

Philip Cross and his colleagues at Statistics Canada have
done extensive work trying to understand the changing nature of
cross-border trade, production, and investment patterns. They
have calculated that the import content of Canadian exports has
risen steadily over the past two decades. Tt was 25.5 percent in
1987 and peaked at 33.5 percent in 1998. The rapid rise in trade
in the 1990s was in large part the result of rationalization, with
imported components replacing domestic components, with the
final product exported to a broader market base. More signifi-
cant than the rise in exports as a share of GDP was the rise in

40 | owis and Richardson, Why Global Commitment Really Matters.
Op. cit. ‘

41 Gtephen Blank, “It is Time for Canada to Think Carefully about
North America.” Embassy. September 7, 2005.
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value-added content of exports in GDP, which rose from 21.4
percent in 1987 to reach 28.8 percent in 1999*%. The recent in-
crease in the value of sales of energy products has had a damp-
ening effect on a further rise in the import content of Canadian
exports, but not on their Canadian value-added content. .

The extent of the import content of Canadian exports varies
considerably from industry to industry. Not surprisingly the
auto sector, benefiting from high levels of cross-border owner-
ship since its inception and, since 1965, the impact of the Can-
ada-US Autopact, is by far the most integrated, with the import
content of Canadian exports exceeding 50 percent, followed by
machinery, equipment, and electronics at over 40 percent, and .
textiles, other manufacturing, metals, oil refining, and chemicals -
exceeding 30 percent. Even food, forestry products, and agricul-
ture exceeded 10 percent™. Economist Glen Hodgson concludes
that “trade has evolved beyond the traditional exporting and im-
porting of goods, and has entered the next generation of trade—
integrative trade. Integrative trade is driven by foreign invest-
ment and places greater weight on elements like the integration
of imports into exports, trade in services and sales from foreign
affiliates established through foreign investment.”** Nowhere
has this process of integration been more pronounced than be-
tween Canada and the United States. :

The rise in Canada’s export dependence on the United
States in the 1990s was, therefore, to some extent overstated. As
a result of double counting, net exports to the United States as a
share of GDP only rose to reach 24 percent by 1999, as com-

*2 See P. Cross and G. Cameron, “The Importance of Exports to GDP
and Jobs,” Canadian Economic Observer, 12:11 (November 1999) and
Cross. “Cyclical Implications of the Rising Import Content in Exports.” Ca-
nadian Economic Observer, 15:12 (December 2002).

®See Figure 2 in Cross “Cyclical Implications of the Rising Import

Content in Exports.”

# Glen Hodgson, “Trade in Evolution: the Emergence of Iritegrative

Trade,” EDC Economics, March 2004, p. 5;
http://www.edc.ca/english/docs/030104_integrative_e.pdf. See also Hodg-
son, “Integrative Trade and the Canadian Experience,” EDC Economics, .
May 2004, http://www.edc.ca/english/docs/Canadian_Benefits 050104_e.pdf.
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pared to the 36 percent suggested by the gross numbers®. In
other ways, however, these numbers may understate the degree
of interconnectedness. Canadian merchandise exports as a share
of domestic shipments have steadily increased over the past
thirty years as Canadian firms have become much more en-
gaged in cross-border and international supply chains. In the
1970s, the value of Canadian merchandise exports was equiva-
lent to about two-thirds of the value-added in the production of
goods in Canada. In the opening years of the 21* century, mer-
chandise exports now represent about 125 percent of the value
added in the goods-producing sectors of the Canadian economy,
indicating nearly a doubling in the export intensity of produc-
tion in Canada over the past thirty years, as well as the increas-
ing role of imported components in that production“. Addition-
ally, as a result of increasing cross-border investment, Canadian
firms are increasing their presence in the United States through
sales by affiliates, particularly in the services sector, just as US-
owned affiliates continue to have an important place in the Cana-
dian market place. Canadian-owned affiliates in the United States
rang up $192 billion in sales in 2003*, roughly 60 percent of the
value of Canadian-based exports. In the other direction, US-
owned affiliates in Canada reported 2003 sales of $560 billion™.
Deepening integration has allowed Canadian industry to
become more specialized and has contributed importantly to the
growth of value-added sectors. As Industry Canada economist
Surendra Gera and his colleagues explain, “while in the past
domestic demand was the dominant factor influencing the

45 (Cross and Cameron, “The Importance of Exports to GDP and Jobs.”

46 7alues derived from Statistics Canada, CANSIM Tables 376-0007,
379-0022, 379-0024, and 380-0012 reporting Gross Domestic Product and
Balance of Payments data. . j

41 Gtatistics Canada, “Foreign Affiliate Trade Statistics.” The Daily,
May 25, 2005, at http://www.statcan.ca/Daily/English/OS0525/d050525f.htm.

48 S Bureau of Economic Analysis, U.S. Direct Investment Abroad: Op-
erations of U.S. Parent Companies and Their Foreign Affiliates: Comprehensive
financial and operating data, http://www.bea.gov/bea/ai/iidguide.htm#link12b;
US dollar data conveited to C$ at Bank of Canada average rate for 2003 of
1.4015. o
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growth of industries, trade is now becoming much more impor-
tant. High-knowledge industries in the tradable sector seem to
have benefited the most from export performance; low-
knowledge industries have seen their relative dechne hastened

by import competition.”*

- The changing intensity and comp0s1t10n of bilateral trade
have contributed significantly to making Canadians better off
both as consumers and as producers. Canadians employed in
export-oriented sectors have consistently been better educated
and better paid than the national average. As University of To-
ronto ' economists: Peter Dungan and Steve Murphy report,
“Canada is replacing low-productivity employment with high-
product1v1ty employment through expanded international trade, -
and is thereby made better off.”*° Similarly, greater access to
internationally competitive goods and services allows Canadians
to stretch their earnings further. As Cross and his colleagues
point out: “The importance of trade to the economy does not
come from an excess of exports over imports: rather, it is from
the product1v1ty gains that accrue with increased specializa-
tion.”! Specialization, in turn, increases, as markets expand in
response to the increased openness fostered by trade agreements.

Emerging Cross-Border Trade Pdlicy

The relationship with the United States is thus the indispensable
foundation of any Canadian policy to maximize benefits from
engagement in the global economy. With no other country does
Canada have as intense a relationship embracing virtually the
Whole range of publlc pohcy, security, economic development,

¥ “The Knowledge Based Economy: Shifts in Industrial Output ” In-
dustry Canada Working Papers, Number 15, January 1997, accessed at
strategis.ic.gc.ca.

0 “The Changing Industry and Skill Mix of Canada’s International
Trade,” Industry Canada Research Publications Program, Perspectives on
North American Free Trade Series, Paper Number 4, April 1999, available at
itrL/stratems ic.gc.ca/epic/site/eas-aes.nsf/vwapj/P4-ang.PDF/SF 1LE/P4-ang. PDF

*! Cross and Cameron, “The Importance of Exports to GDP.and Jobs,”

p. 3.3.
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and human contact. For a growing number of Canadians, the
time has come to achieve a seamless border with our neighbour,
embraced within a new agreement implementing rules, proce-
dures, and institutions consonant with the reality of ever-
deepening, mutually beneficial cross-border integration.

While some might express horror at any policy explicitly
aimed at helping integration, there are no voices calling for the
alternative—creating barriers to integration, establishing dis-
tance from the United States, and seeking other partnerships to
replace this vital relationship. Who would support imposing bar-
rers to the millions of visits that Canadians make to the United
States each year, to the annual pilgrimage of several million
snowbirds to Florida, Arizona, California, and other sunnier
climes, to the thousands of trucks that cross the border every day,
to the billions of cross-border phone calls, to the dozens of US
TV channels beamed into Canadian homes, to the millions of US
books, - movies, CDs, and magazines delivered to Canadian
homes every year? Who objects to building more cross-border
roads, bridges, pipelines, and electrical grids? At a practical
level, therefore, the default position is implicitly a gradual deep-
ening of integration, whether stated in those terms or not.

The need for an integrated approach to managing the Can-
ada-US relationship and for the focus upon border management
is echoed by the Canadian business community. The Canadian
Chamber of Commerce has called for the government to put in
place the proper machinery to ensure the cross-border flow of
goods and people. The Canadian Association of Manufacturers
and Exporters similarly gives priority to improving border effi-
ciency, eliminating border infrastructure bottlenecks, and reduc-
ing regulatory barriers to trade. The Canadian Council of Chief
Executives argues the need to move beyond border management
and reinvent the concept of North American Borders. 1t, more-
over, places the border challenge in the context of reinvigorat-
ing the Canada-US defence and security relationshipsz.

52 gee Chamber.ca for proceedings of its 2003 conference and the
resolution calling for improved customs procedures. The position of the
manufacturers is contained in a joint letter from it and its sister US group,
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Canadians and Americans are now trying to come to grips
with the fact that their extensive network of trade arrangements
has worked exceedingly well, but that they no longer address
directly the needs related to the circumstances in which the two
countries find themselves. More profoundly, there is a need for
new instruments. It is evident that neither the WTO as a body of
rules nor the Doha Round of trade negotiations provide a way to
address the emerging issues in the relationship in a timely or
effective way. The issues are peculiar to the relationship, do not
lend themselves to multilateral solutions, and, given the deter-
mination of developing countries to shape multilateral negotiat-
ing agendas, have no possibility of finding a place even if Can-
ada and the United States were inclined to go down this road.

While a bilateral context offers the chance to shape the
agenda and focus uniquely on Canada-US issues, it is far from
certain, however, that a conventional new trade agreement, for

example, a customs union, would yield results significant

enough to justify the investment of political capital necessary to

the National Association of Manufacturers, to the Prime Minister and Presi-
dent in April 2004, available at cme-mec.ca. See ceocouncil.ca for the Coun-
cil’s publication “New Frontiers: Building a 21** Century Canada US Part-
nership in North America.” ' o

3 The past few years have witnessed a growing interest in what would
be involved in negotiating either a bilateral or trilateral customs union in-
volving Canada, the United States, and perhaps Mexico. We prepared an
overview for the Policy Research Initiative, “Policy Implications of a Can-
ada-US Customs Union,” PRI North American Linkages Project, February
2005. See alsq Danielle Goldfarb, “The Road to a Canada-US Customs Un-
ion: Step by Step or in a Single Bound,” CD Howe Institute Commentary,
No. 184 (Toronto, 2003); Rolf Mirus and Nataliya Rylska, “Should NAFTA
Become a Customs Union?” in Edward D. Chambers and Peter H. Smith,
eds., NAFTA in the. New Millennium (Edmonton: University of Alberta
Press, 2002)); Axel Huelsemeyer, “Toward Deeper North American Integra-
tion: A Customs Union?” Canadian American Public Policy, No. 59 (Orono,
ME: University of Maine, October 2004, and Hart “A New Accommodation
with the United State: The Trade and Economic Dimension,” in Thomas J.
Courchene, Donald J. Savoie, and Daniel Schwanen, eds., Art of the State II:
Thinking North America: Prospects and Pathways, No. 2 (Montreal: Insti-
tute for Research on Public Policy, March 2004).
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achieve success. A customs union would build on the existing

contours of the NAFTA, but extend it to include:

= a single customs territory, allowing for the free circulation of
all goods within the customs union.

» a common external tariff (CET) created from merging the two
tariff schedules and harmonizing on the lowest current rate of
either country, with flexibility to maintain separate external
rates over a transition period for a small list of products.

= provisions for sensitive sectors such as clothing (likely tran-
sition periods), agriculture (leaving the hardest issues to
WTO resolution), culture (similarly leaving aside the princi-
pal issues not already covered by the WTO), and recognition
of the importance of the energy sector; -

= reconciling the differences in the two countries’ current free-
trade and preferential-trade arrangements with other coun-
tries respecting product coverage, rules of origin, and possi-
ble future free trade partners. , ‘

= 2 common approach to trade remedy laws that would imply a
single regime for third countries, and recognizing that Can-
ada-US cases are rare, concern largely resource products, no-
tably softwood lumber, and point to the need to pay attention
to resource management issues. :

= a common external trade policy with respect to multilateral
and regional negotiations (which, given the degree of policy
convergence, should not prove difficult) and more generally
for the conduct of trade relations with third countries; with
respect to trade sanctions. for foreign policy reasons, it
should be possible to maintain policy flexibility and devise
practical instruments for this purpose without compromising
the integrity of the union; '

= dispute settlement within the customs union based upon the
current NAFTA provisions with, as necessary, some major
updating; and ' o

= institutions for administering the union, resolving disputes,
and facilitating dynamic, joint policy development to govetn
accelerating economic integration, drawing upon existing
models such as the International Joint Commission.
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Each of these would pose technically complex challenges
but none would raise insurmountable barriers. The major policy
issues inherent in implementing a customs union have essen-
tially been resolved by a process of policy convergence and
multilateral and bilateral trade agreements. This conventional
approach would, in effect, clean up the leftovers from earlier
negotiations but fail to address emerging issues flowing from
deepening integration. The advantage of convention is the high
level of comfort that Canadians have with the tried and true.
The constraint is that the returns from such an approach promise
- to be minimal. Conventional trade policy provided an appropri-
ate answer to the policy challenges of the past. It provides at
best a partial answer to the challenges and problems that flow
from the deep integration that now characterizes exchange be-
tween Canada and the United States. At its most basic, it would
be limited to the exchange of goods, and not address issues re-
lated to the exchange of services, capital, or intellectual prop-
erty rights, and not cover the movement of people.

Canadian trade policy, which in the past has provided an-
swers to the conundrums of the relationship with the United
States, is stuck in neutral. During the 2006 election, there was no
public discussion of the deep integration that already exists and
the broad patterns of cooperation and policy coordination with
the United States that have emerged beneath the radar screens
of political approval or formal agreement. The logic of Can-
ada’s economic interest makes a compelling argument to focus
energies upon reinventing the US relationship to conform to
modern realities. Yet, time stands still for no policy and unless
answers are found to the quandaries of economic integration and
the implications that flow from it, Canadians will begin to pay
increasingly heavy economic costs from policy paralysis.

Reaping the full benefits of deepening cross-border eco-
nomic integration will require that Canada and the United States
address three fundamental, and interrelated, issues: reducing the
impact of the border, accelerating and directing the pace of
regulatory convergence, and building the necessary institutional
capacity to implement the results of meeting the first two chal-
lenges. Each of these will prove difficult and solving the prob-
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lems associated with either of the first two will prove illusory
without addressing the other two.

Border Administration

The first challenge is to address the increasing dysfunctional
border administration®*. The intensity of the cross-border rela-
tionship is apparent from the 36,000 trucks and 400,000 people
who cross the border every day. Nevertheless, even after 15
years of “free” trade, the Canada-United States border continues
to bristle with uniformed and armed officers determined to en-
sure that commerce and interaction between Canadians and
Americans complies with an astonishing array of prohibitions,
restrictions, and regulations. The list of rules and regulations for
which the border remains a convenient, and even primary, en-
forcement vehicle has grown, rather than diminished, since the
implementation of free trade, particular in response to the new
security realities created by 9/11. Administering the physical
border imposes high costs on the two governments, on firms
and individuals who use the border frequently to conduct their
affairs in the integrated North American economy, and on the
two economies in terms of opportunities missed to reap the full
benefits of deep integration®. The result is a not an integrated,

54 For more detail, see William B. P. Robson and Danielle Goldfarb,
“Risky Business: U.S. Border Security and the Threat to Canadian Exports.”
C.D. Howe Institute Commentary, No. 177 (Toronto, March 2005).

55 Firms in considering fragmentation strategies consider tariff and
other border barriers, wage differentials, transport and other integration
costs, input costs, government policies, and more. For example, a Canadian
firm supplying customers throughout North America, designs and engineers
its products in Canada, sources high-end components in the US and Japan,
lower-end components in Malaysia and Korea, and contracts for final as-
sembly in China. Product is then shipped to North America for distribution
to customers in both Canada and the United States, who rely on local dis-
tributors for after-market service. Location of the central distribution facility
will in part be determined by the MFN tariff and rules of origin that will ap-
ply, and will likely take place in the United States, even if a Canadian loca-
tion has clear logistic and other cost advantages, because the bulk of product
can be distributed on the basis of one customs clearance rather than two. The
result is not important to US policy makers but is critical to Canadians.
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single North American market, but two markets with many
cross-border ties that remain hostage to the efficiency and reli-
ability of customs clearance, an issue of greater importance to
Canadian-based than US-based firms.

In addition to routine customs and immigration activities,
both Canada and the United States use border controls to inter-
dict illegal immigration, drugs, terrorism, and other criminal
activities. Experience, however, suggests that the cost of border
administration to pursue these goals is out of proportion to the
results®. The border is simply too long and too porous to pre-
vent determined cross-border criminal activity. Devoting even
more resources at border checkpoints along the bilateral border
seems unlikely to achieve additional results absent extraordi-
nary further investments in human and physical infrastructure.
Increasing resources to such an extent, however, risks causing
considerable collateral damage to economic interests in an ef-
fort to find solutions to a problem that can be handled more ef-
fectively and efficiently through other initiatives.

To that end, ways need to be found to reduce the impact of
the border. The two governments could, for example, strengthen
* institutional contacts, enhance cooperation, and share informa-
tion on matters small and large. They could explore further in-
vestments in intelligence gathering and gradually focus ever
larger parts of that effort at initial entries into North America.
They could also make greater investments in infrastructure and
~ in technology (both at ports-of-entry and the corridors leading
to such ports). Both types of investments are critical compo-
hents of any comprehensive effort at improving the manage-
ment of the border and reducing its commercial impact. Such
investments need not proceed on the basis of current inspection
methodologies, but could rely much more on risk assessments
and random inspections®’. They could also focus more on tar-

%6 This, of course, is not a view shared by all; some hold that no cost is

too large to protect the country from illegal drugs, immigrants, and other crimi-
nal activity. This perspective was well represented by Tim Naumetz,“Summer
border policy: take operational risks,” National Post, 22 July 2003 A2.

%" To combat terrorism and other illegal activity, for example, Canada
and the United States need rapid and timely exchanges of information on
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geting resources toward pre-clearance programs for goods, ve-
hicles, and people. Finally, the two governments could enhance
discussions about increasing the level of convergence in US and
Canadian policies governing such matters as cargo and passen-
ger pre-clearance programs, law enforcement programs of all
types, and immigration and refugee determination procedures.

The issues raised in this section, of course, apply largely to
problems experienced in the exchange of goods. The cross-
border exchange of services takes place to a significant extent
without much government notice at the border. Some of it is
exchanged electronically; some is eventually embedded in
goods; and its extent is difficult to measure. Nevertheless, there
are elements of border administration that are pertinent to trade
in services, particularly professional services, entertainment
services, and similar economic transactions that require the
movement across the border of “natural” persons, i.e., real peo-
ple. The CUSFTA and NAFTA include provisions to facilitate
the temporary movement of business people, but these are a far
cry from allowing the free movement of labour. Unlike the
Schengen Agreement in Europe allowing for the free movement
of people throughout the area covered by the arrangement, Can-
ada and the United States still maintain stringent controls on the
cross-border travel of each other’s residents™. ‘

Given the extent of cross-border integration, the two gov-
ernments have taken steps to address border congestion, but

criminals and other individuals who may pose a security risk. Although there is
information sharing at the moment, it may need to be significantly upgraded
and some of the information databases need to be combined and made avail-
able at the border. Information from law enforcement agencies, immigration
agencies, the courts, and other institutions may need to be jointly accessible, at
the border, in real time. There is need for much greater collaboration and better
information management. Modern database management tools, as well as lead-
ing-edge networking software, can be deployed at the border and connected to
main databases in Canada and the United States.

58 See Michael Hart, Is There Scope for Enhancing the Mobility of
Labour Between Canada and the United States? Paper prepared for Industry
Canada, March 2004. Working Paper Series: Working Paper 2004 D-04,
available at strategis.ic.gc.ca/epic/internet/ineas-aes.nsf/en/ra0l 934e.html.

138




with limited results to date. Efforts to make the border less in-
trusive and more efficient were integral to the 1996 Shared
Border Accord, the 1999 Canada-United States Partnership
Forum, the 2001 Smart Border Accord, and now the 2005 Secu-
rity and Prosperity Partnership®. These initiatives, however,
have been limited by the decision to work within the confines of
existing legislative mandates. Furthermore, they assume contin-
ued need for current levels of border administration and thus are
not aimed at eliminating or limiting the impact of the border,
but at making border administration more efficient. Adding this
effort to a broader commitment to negotiate a deep integration
agreement would provide officials working on this file with the
strategic vision they need to move beyond existing legislative
mandates and provide them with greater scope to make useful
trade-offs among competing priorities. Creating such a frame-
work, investing in infrastructure and in technology (both at
ports-of-entry and the corridors leading to such ports), and tar-
geting resources toward pre-clearance programs for goods, ve-

hicles, and people are critical components of any comprehen-

sive effort at improving the management of the border and re-
ducing its commercial impact. Ultimately, in our view, the ob-
jective should be to create a border that is considerably more
open and less bureaucratic, within a North America that is more
secure. If Canadians and Americans want a smarter and less in-
trusive border between them, they will also need to cooperate to
Create a more secure perimeter. The result should be a more
Open, more prosperous, and more secure continent.

% Pressure to be seen to be doing something disposes governments to
artfully repackage earlier efforts in order to create new “announcables.” Stu-
dents of this phenomenon would do well, for example, to study the evolution
of these four initiatives. Each promised concerted action at the level of the
executive branch of government to address a series of border-related prob-
lems within existing legislative frameworks. All four shied away from any
commitments that might lead to new treaty-level obligations that would re-
quire legislative approval. More may not have been politically feasible, but it
is unrealistic to expect substantive results without a willingness to invest in
mmore robust projects that might require legislative implementation.
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Regulatory Cooperation

A key component to trimming border congestion lies in meeting
the second challenge: reducing the impact of regulatory differ-
ences between Canada and the United States. As the Canadian
Council of Chief Executives points out, “most of the administra-
tive costs and delays at the border come not from the need to as-
sess customs duties, but from myriad rules and regulations that
are simply convenient for governments to handle at the border.”®
As Europeans learned, regulatory cooperation and reducing bor-
der formalities are two sides of the same coin. There may be a
long tradition of pragmatic, informal problem solving between
the regulatory authorities of the two federal governments, as well
as among provincial and state governments, but the time has
come to ask how much regulatory enforcement needs to be exer-
cised at the border and how much can be exercised behind the
border. More fundamentally, as regulatory cooperation and con-
vergence proceed, the question becomes whether the two gov-
ernments are ready to proceed to a more formal, treaty-based
process of regulatory cooperation aimed at eliminating to the
largest extent possible what has been characterized as the tyranny
of small differences. By eliminating those differences, much of
the rationale for border administration disappears. As well, it
would increase the benefits of deepening integration.

The need to produce multiple versions of the same good,
for example, can increase design and production costs, and pre-
vent firms from enjoying the economies of scale that would
flow from producing to satisfy a single globally accepted stan-
dard. An ever-growing range of goods have to be tested and cer-
tified to exacting standards and regulatory requirements before
they can be sold. An equally exploding range of services faces
onerous and often repetitive qualification and certification re-
quirements. Compliance with différent national rules, together
with the repetition of redundant testing and certification of

60 Canadian Council of Chief Executives, “New Frontiers: Building a
21 Century Canada-United States Partnership in North America.” At
www.ceocouncil.ca/en/view/?document id= 365&area_id=T7.
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products and providers for different markets, raises costs for
manufacturers and providers operating in the North American
economy. Additionally, complex and lengthy product- or pro-
vider-approval procedures can slow down innovation, frustrate
new product launches, and operate to protect domestic produc-
ers and providers from foreign competitors. For small- or me-
dium-sized firms, the cost of acquiring knowledge of and access
to another country’s regulatory regime can also effectively dis-
suade them from attempting to develop that market altogether.

While well-conceived regulations can be trade promoting
and- facilitating, regulatory divergence with the United States
undermines Canadian competitiveness and results in lost in-
vestment. Recent research shows that the benefits of conver-
gence between Canada and the United States are positive and
significant. At the same time, Canada’s regime, even allowing
for important reforms that occurred over the last two decades,
imposes significantly heavier burdens on the economy than that
of the United States. If the burden of regulation in Canada had

~been the same as that of the United State, there would have been
an average increase of investment in Canada of about US $1
billion annually. If the rate of change in the Canadian regime
had been the same as that in the United States, the total invest-
ment would have been about $400 million higher resulting in an
average of 30 percent more investment annually than the level
that occurred. One consequence of such increased investment
would have been a 6 percent increase in the research and devel-
opment share of the GDP®!.

These impacts can be divided into two broad categories:
those intended to discriminate in favour of local producers, and
those that are the incidental result of regulations aimed at other
objectives. The first represents the residual elements of tradi-
tional trade liberalization negotiations, and includes such meas-
ures as remaining tariffs, government procurement restrictions,
trade remedy laws, and similar measures. The second involves a

8! See Fidele Ndayisenya, “Economic Impacts of Regulatory Conver-

gence Between Canada and the United States,” In Horizons, 7:1 (June 2004),
Canadian Policy Research Initiative.
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wide range of measures that reflect the increasing complexity of
modern economies and the response of governments to de-
mands ranging from consumer protection to environmental
stewardship and human rights. The trade and investment effects
of the first could continue to be addressed with the traditional
approach embedded in trade and investment liberalization
agreements; the second would require higher levels of coopera-
tion to identify those regulations that no longer serve any useful
public purpose, those that can be implemented and administered
on a basis that limits or eliminates the impact of differences,
and those where differences are profound and important. Only
the latter may need to continue to create any substantive barriers
to trade and investment, but on a much more limited basis than
is often the case today.

In the final analysis, however, many of these differences
are marginal in their regulatory outcomes, particularly between
Canada and the United States, but annoying and even dysfunc-
tional in their economic impact. For companies exporting to
multiple markets, the promise of “one standard, one test, ac-
cepted everywhere” has become increasingly more attractive ™.
Despite populist notions to the contrary, US regulatory re-
quirements are often more stringent than those in Canada. To
take one politically salient example, US responses to environ-
mental degradation, from carbon emissions to water pollution,
are often ahead of Canadian efforts. Notes George Hoberg: “as a
result of policy integration through emulation, common science
and technology, and shared values and politics, environmental
policy in Canada and the United States has witnessed a substan-

62 The OECD’s Philip Wagner indicates how everyone would benefit
from achieving this goal: “With harmonised standards and certification proce-
dures, consumers can be confident that products sold throughout the global mar-
ketplace meet the same high safety standards everywhere. Manufacturers can
avoid costly and unnecessary testing, and their innovative products will gain
access to markets more speedily. Regulators can deploy increasingly scarce re-
sources elsewhere, confident that products have been adequately tested and meet
exacting requirements.” Christopher Wagner, “Safe Products and Global Trade,”
The OECD Observer, No. 202 (October/November 1996), 16.
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tial amount of convergence.”® But, as Nancy Olewiler points
out, Canada’s “kinder, gentler route to improving the environ-
ment ... also means that Canada may not be moving as fast as it
could toward reaching environmental targets.”®* A coherent pro-
gram of cross-border cooperation is thus likely to strengthen Ca-
nadian regulatory outcomes, even one that will require Canada to
do much of the heavy lifting and adjustment.

More to the point, bilateral regulatory convergence is more
likely to involve adoption of best practices than reliance on the
lowest common denominator. As an Industry Canada survey of
Canadian regulators notes: “All of those surveyed indicated that

their broad policy objectives were similar to those of their US -
counterparts. However, many stressed that differences in the

respective systems of government and authorizing legislation
complicate efforts to cooperate, effectively limiting what can be
achieved without significant legislative changes.” The same
survey also indicated that “most cooperation takes place at the
operational level.”®® At the same time, as the survey notes:
without an external prod such as a trade negotiation, regulatory
cooperation among those operationally responsible quickly
grinds to a halt; without the involvement of regulators in the
negotiations, however, the required objectives and means may
not be well framed, leading to sub-optimal results.

The default option in addressing regulatory convergence be-
tween Canada and the United States has been to stay on the very
Canadian path that has gradually emerged: cooperation if neces-
sary but not necessarily cooperation. The results have not been un-
interesting: Canadian Jurisdictions align their regulatory goals and
objectives with those of their US counterparts, work with US regu-

3 George Hoberg, “Governing the Environment: Comparing Canada
and the United States,” in Keith G. Banting, George Hoberg, and Richard
Simeon, eds., Degrees of Freedom: Canada and the United States in a Chang-
ing World (Montreal and Kingston: McGill-Queen’s Press. 1997), p. 384.

_ 4 Nancy Olewiler, “North American Integration and the Environment,”
In Richard G. Harris, ed., North American Linkages: Opportunities and Chal-

lenges for Canada (Calgary: University of Calgary Press, 2003), p. 619.

6 Industry Canada, North American Regulatory Cooperation, draft,

February 2002, authors’ files.
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lators in many areas, but maintain sufficient regulatory autonomy
to chart their own path. The result is two very similar but autono-
mous regulatory regimes involving extensive duplication and re-
dundancy. The extent of regulatory convergence and cooperation
is often influenced by bureaucratic agendas and preferences at the
expense of broader goals from economic development to regula-
tory efficiency. This default position also avoids confronting the
two related issues: the border and institutional capacity.

The External Advisory Committee on Smart Regulation
EACSR) appointed by Prime Minister Chrétien concluded that
this model was inadequate to address Canada’s needs and rec-
ommended a proactive approach. It recognized that Canada is
«“enmeshed in a dense web of international relations,” but won-
dered “whether the government’s international regulatory activ-
ity is well aligned with national priorities and whether resources
are being put to best use.” It recommended that “the federal
government should work to: achieve compatible standards and
regulation in areas that would enhance the efficiency of the Ca-
nadian economy and provide high levels of protection for hu-
man health and the environment; eliminate small regulatory dif-
ferences and reduce regulatory impediments to an integrated
North American market; move toward single review and ap-
proval of products and services for all jurisdictions in North
America; and put in place integrated regulatory processes to
support key integrated North American industries (e.g., energy,
agriculture, food) and provide more effective responses to
threats to human and animal health and the environment.”®

The Committee also recognized two policy traps that con-
tinue to appeal to some Canadians: &
= Canadians can align their regulations with those in the

United States to the extent they collectively judge it to be de-
sirable on their own and do not need to complicate this proc-
ess by tying it to a bilateral program; and

6 External Advisory Committee on Smart Regulation, Smart Regula-
tion: A Regulatory Strategy for Canada (Ottawa, Privy Council Office,
2004). At http://epe.lac-bac.ge.ca/ 100/206/301/pco-bep/committees/smart regulation-
f/2006-10-11/www.pco-bep.gc.ca/smartreg-regint/en/08/rpt fal.pdf; pp. 17 & 22.
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* Canadians should make a strategic judgment of where they
want to be competitive, and then decide whether it is best to
achieve that by being the same, being better, or being different.

While there is a superficial appeal to both points, experi-
ence suggests a unilateral approach is less likely to yield the de-
sired result: reduce the impact of the border on Canadian trade
and investment patterns. This goal will not be achieved in the
absence of US confidence that Canada’s regulatory regime is
substantively equivalent to its own, a confidence that will re-
quire its active engagement. The existence of an agreed bilateral
program, even one that may require Canada to adapt and adjust
much more than the United ‘States, has the additional clear ad-
vantage of bringing political pressure to bear on a process that
would otherwise become too easily captive of bureaucratic
agendas. The prime objective of such a program would not be to
promote regulatory convergence for its own sake, but to enhance
the performance of the Canadian economy by reducing barriers
to reaping the full benefits of North American integration.

The government broadly accepted the recommendations of
the EACSR and, in the context of the Security and Prosperity
Partnership (SPP) adopted by the Presidents of the United
States and Mexico and the Prime Minister of Canada in Waco,
Texas in March 2005, took important steps to move the agenda
along. It appointed a group in the Privy Council Office (PCO)®’
to pursue the path charted by the EACSR. Additionally, the fed-
- eral government’s Policy Research Initiative (PRI) was charged
to consider ways and means to implement the EACSR recom-
mendations. In his meeting with the two presidents in April
2006, Prime Minister Stephen Harper confirmed his govern-
ment’s commitment to the continued pursuit of the SPP agenda.
What has emerged to date is a commitment to what might be
characterized as accelerated incrementalism. The result is a
higher level of awareness of regulatory developments in the

7 As part of its effort to decentralize decision-making and reduce the

PCO to its traditional role of policy coordination, the Harper government
assigned work on regulatory reform to Industry Minister Maxime Bernier
and his officials.
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United States among Canadian policy makers leading to en-
hanced opportunities to align Canadian regulatory policy with
developments in Washington. What is missing is a strong politi-
cal commitment to regulatory cooperation and a plan to put it
into effect. Not surprisingly, the pace in achieving regulatory
rationalization has been glacial.

The current Canadian approach also appeals to American
regulators, who have to date exhibited little appetite for more.
The US decision-making system is extraordinarily resistant to
centralized control and thus a very difficult target for more than
piecemeal, regulator-to-regulator cooperation. The US Presi-
dent, for example, may appoint the Commissioners to the Secu-
rities and Exchange Commission, but once in office, they act
fully independently of his direction.

Nevertheless, in both Washington and Ottawa, efforts at
regulatory reform and streamlining have gained a growing
number of adherents. Congress in 1980 established an Office of
Information and Regulatory Affairs (OIRA) in the Office of
Management and Budget (OMB) and successive presidents
have, through Executive Orders, set out the basis for OIRA to
provide systematic, centralized review and appraisal of all fed-
eral regulations. Much of this effort has been coordinated with
broader international initiatives, particularly at the OECD. Ca-
nadian efforts parallel those in the United States. Since 1978,
Canadian federal regulatory activity has been subject to a con-
stant, comprehensive, centralized process of review, housed ini-
tially in the Treasury Board and subsequently in the PCO, with
a view to eliminating duplication and redundancy and promot-
ing best international practice. The guiding policies developed
in both capitals for rule making and review are remarkably
similar in tone and intent and reflect the high level of ongoing
discussions at the OECD and bilaterally®®. A sound foundation
has, therefore, been created for a more formal program of cross-

68 See, for example, “Government of Canada Regulatory Policy” at
http://www.tbs-sct.;zc.ca/ri—qr/ra—ar/docs/publications/regglatog policy_e.pdf and
United States. “Economic Analysis of Federal Regulations Under Executive
Order 12866.” At http://www.whitehouse.2ov/omb/inforeg/riaguide.html
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border regulatory cooperation and even coordination. To go to
the next level, however, the two governments would need to
adopt a program leading to an enforceable agreement, and the
institutional capacity to make it work®.

Governments must think carefully about any initiatives that
may compromise their ability to discharge their responsibility for
the security and well-being of their citizens. Canadian experience
in negotiating international rules and pursuing regulatory coopera-
tion, both multilaterally and bilaterally, suggests that there is no
inherent conflict between these responsibilities and such rule-
making and cooperation. Nevertheless, vested interests can mount
emotional campaigns questioning the extent to which regulations
made jointly with others can respond to Canadian responsibilities.
Fortunately, it is not difficult to refute such claims. Canadians, for
example, routinely travel in the United States, comfortable in the
reliability of US safety regulations. They eat and drink in the
United States on the same basis as they do at home. If they are
sick, they often can and do rely, at considerable expense, on US
medical advice and US-approved drugs. From almost any perspec-
tive, Canadians have few if any qualms about the goals and effi-
cacy of US regulations when in the United ‘States. There are few
other countries about which Canadians routinely exhibit such con-
fidence. The reason is simple: Canadian and US regulatory re-
gimes are, in almost all respects, closely aligned. The differences
are matters of detail that may matter to individual regulators, but
have little impact on residents in either country.

- Initially, the two governments could build confidence and
gain experience at the federal level, but given the federal struc-
ture of the'two countries, the sooner they engage provincial and
state regulatory authorities in a similar process of mandatory in-
formation exchange and consultations, the sooner the two coun-
tries would arrive at a “North American” approach to meeting

% For more detail on what this would involve, see Michael Hart,

“Steer or Drift? Taking Charge of Canada-US Regulatory Convergence,”
C.D. Howe Institute Commentary, No. 229 (Toronto, March 2006). . This
Commentary also includes a discussion of the experience in Europe in trans-
forming its customs union into an integrated market.
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their regulatory goals and objectives. Because of the large num-
ber of jurisdictions involved, this is an area that would require
some creative decision rules as well as institutions to make them
work. Fortunately, as at the federal level, extensive regional net-
works of collaboration already exist between Canadian and US
regulators. Any successful federal strategy on economic integra-
tion and regulatory convergence would need to both complement

" and take advantage of these existing cross-border institutions.

Institutional Capacity

Integral to any progress in addressing the governance of deep-
ening integration is the need to build sufficient institutional ca-
pacity and procedural frameworks to reduce conflict, and pro-
vide a more flexible basis for dynamic rule-making and adapta-
tion for the North American market as a whole. It may well be
necessary to consign traditional aversion to bilateral institution
building to the dustbin and look creatively to the future. While
the European model of a complex supranational infrastructure
may not suit North American circumstances, there are lessons
Canadians and Americans can learn from the EU experience.
The deep integration described above has occurred in the
historical absence of an institutional infrastructure for managing
this complex, multifaceted relationship. Unlike other bilateral
relationships enjoyed by both Canada and the United States,
there is no body to provide political or policy oversight of the
relationship, no regular meetings between heads of government
or foreign or trade ministers, no formal structure of committees
looking at the relationship in a coherent and coordinated man-
ner’°. The absence of formal structure results from a determined

70 As former Canadian ambassador to the United States, Allan Gotlieb,
observes, “the world’s largest bilateral ‘economic relationship [is] manage
without the assistance of bilateral institutions and procedures.” “A Grand Bar-
gain with the US,” National Post, 5 March 2003. This paucity of institutions
stands in stark contrast with a veritable cornucopia of institutional relationships
with the European Union including biannual meetings of the Prime Minister,
the President of the European Commission and President (in office) of the
Council as well as a host of ministerial committees, official working groups
etc. See www.dfait-maeci.gc.ca/canada-europa/mundi/menu-en.asp.
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and largely successful effort to treat issues in the relationship
vertically, rather than horizontally, and to build firewalls to pre-
vent cross linkages. In part, this method of management derives
- from Canadian fears that, as the smaller partner, Canadian inter-
ests would be overwhelmed in any more formal relationship. In
part, it originates in the US system of governance that makes
coherence and coordination in both foreign and domestic poli-
cies extraordinarily difficult to achieve on a sustained basis.

The institutional gap is filled by inspired ad hocery. The in-
ter-connected natures of the Canadian and American economies
virtually require Canadian and US officials to work closely to-
gether to manage and implement a vast array of similar but not
identical regulatory regimes from food safety to refugee deter-
minations. Officials and, in some cases, ministers have devel-
oped a dense network of informal cooperative arrangements to
share information, experience, data, and expertise with a view
to improving regulatory outcomes, reducing costs, solving
cross-border problems, implementing mutual recognition ar-
rangements, establishing joint testing protocols, and more. On
any given day, dozens of US and Canadian officials at federal,
provincial, and state levels are working together, visiting, meet-
ing, sharing e-mails, taking phone calls, and more. Virtually all
of this activity takes place below the political radar screen. Lit-
tle of it is coordinated or subject to a coherent overall view of
priorities or strategic goals. Some of it is mandated by formal
agreements ranging from the NAFTA to less formal memoran-
dums of understanding. More importantly, much of this activity
is the natural result of officials with similar responsibilities and
shared outlooks seeking support and relationships to pursue
them. This activity also reinforces, subtly and indirectly, the
deepening integration of the two economies. The NAFTA and
similar arrangements mark efforts by governments to catch up
with these forces of silent integration and prov1de appropriate
and facilitating governance.

The focus should be upon the functions that need to be per-
formed for the efficient governance of deepening integration,
rather than the creation of new institutions where none is
Needed. To some extent, these could be met by making creative
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use of existing Canada-US cooperative arrangements, by invest-
ing officials in agencies on both sides of the border with new
responsibilities, or by building on existing models that have
worked well.

The two governments could, for example, stipulate that the
Canadian Border Services Agency and the US Customs Service
coordinate their efforts to ensure efficient administration of third-
country imports. Similarly, an appropriate understanding could
be reached requiring the Canadian Department of Transport and
the US Department of Transportation to coordinate their efforts
to ensure highway safety; before enacting any ‘new rules and
regulations, for example, mandatory coordination efforts would
focus on ensuring compatible outcomes and mutual recognition
of each other’s approaches to the same problem. A good basis for
this kind of cooperation already exists in both informal networks
among officials, and in the relatively minor differences in regula-
tory approach. What is missing is an agreed mandate to resolve
differences and a more formal institutional framework with au-
thority to ensure mutually beneficial outcomes. Establishing a
bilateral commission to supervise efforts to establish a more co-
ordinated and convergent set of regulations governing all cus-
toms or transportation matters could prove critical to providing
the necessary momentum and political will.

Tn both countries, labour mobility is hampered by provin-
cial and state labour laws and delegated professional accredita-
tion procedures. The NAFTA put in place a modest process to
permit temporary entry for business and professional visitors
and mutual recognition of professional accreditation. The latter
has been hampered by the conflict of interest inherent in a sys-
tem of self-regulation. As the EU learned, a more centralized
approach was required to overcome conflicts of interest and bu-
reaucratic inertia. From architects and accountants to doctors
and dentists, there remains considerable scope for enhancing
mutual recognition arrangements. An important step toward
breaking the logjam would be to appoint a bilateral task force to
develop model mutual recognition arrangements for considera-
tion by state and provincial accreditation bodies.
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Much can be achieved on the basis of existing networks of
cooperation, with the addition as necessary of specific joint or
bilateral commissions in instances where existing networks are
inadequate. More will be achieved, however, if the two gov-
ernments commit to the establishment of a limited number of
bilateral institutions with a mandate to provide them with the
necessary advice and information to effect a more integrated
North American approach to regulation. An independent Can-
ada-US Secretariat with a mandate to drive the agenda and re-
port annually to the President and Prime Minister on progress
could, for example, prove critical to overcoming bureaucratic
inertia. Similarly, a Joint Advisory Board to the President and
Prime Minister could contribute some creative drive to the de-
velopment of new bilateral initiatives. As numerous studies
have demonstrated, regulatory agendas are prone to capture,
geared to serving the narrow interests of regulator and regula-
tee. Bilateral initiatives limited to regulatory authorities are
unlikely to prove immune from this reality. Regular review by
an independent advisory board of progress in implementing a
bilateral program of “guided” regulatory convergence could
thus prove a valuable addition in keeping the program focused
on broader objectives. ‘ ‘

The Mexico Question

In concluding the NAFTA in 1993, Canada and the United
States opened a new era in their relations with Mexico. The
NAFTA stands as testimony to the belief that the North Ameri-
can community involves three nations and that the destiny of all
three nations is inextricably intertwined. Broad consensus is in
our view emerging, however, that for the moment the Canadian
challenge is to elaborate a bilateral rather than a trilateral
agenda’'. Successful implementation of the NAFTA ushered in

" For some analysts, particularly those with legal training, the
NAFTA now constitutes the indispensable foundation from which all future
bilateral or trilateral trade and investment negotiations must proceed. Per-
haps, but it is also possible to view the NAFTA as an agreement whose time

came but is now largely gone. Between Canada and the United States, it is
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expectations of closer trilateral relations, but the reality is that
the NAFTA provides a common framework of rules to govern
two robust and rapidly evolving relationships: between the
United States and Canada and between the United States and
Mexico. Canada-Mexico relations remain at a much less ad-
vanced stage, while the priority issues between Canada and the

United States and Mexico and the United States are not of the

same order. There are issue areas where there may already be
scope for advancing toward trilateral rules and institutions, €.g.,
surface transportation, while in other issue areas much more
will be gained from parallel bilateral efforts, e.g., energy. To
that end, the three governments may wish to consider pursuing
ways and means to network any bilateral and or efforts and en-
sure that any success at the bilateral level ultimately feeds into
trilateral goals and aspirations72 .

now fully implemented. Most of its provisions would be very difficult to
undo. Its main continuing importance lies in the dispute settlement provi-
sions set out in chapters 11 and 19; even chapter 20 has been largely super-
seded by the WTO Dispute Settlement Understanding. We do not mean to
suggest that we can now abrogate the NAFTA, but rather that like the 1935
and 1938 Reciprocal Trade Agreements, the 1947 GATT, and the 1965
Autopact, the NAFTA’s objectives have been largely realized. Any succes-
sor agreement may need to incorporate some of its elements (e.g., chapters
11 and 19), but need not be trilateral. Should Canada and the United States
proceed to an agreement that moves well beyond the contours of conventional
trade agreements, the precedential value of the NAFTA will be minimal.

72 In “A Trilateral Mirage: A Tale of Two Americas,” a paper prepared
for the Canadian Defence and Foreign Affairs Institute in June 2003, Jean
Daudelin comes to a less accommodating conclusion: “Canada’s bilateral rela-
tionship with the United States is vital and its management should not be clut-
tered by the massive complexity of Mexico-US affairs. ... Canada’s relations
with Mexico ... will remain marginal to the country’s core interests.” Jeffrey
Schott, “Prospects for North American Economic Integration: An American
Perspective Post-9/11,” Art of the State II: Thinking North America: Prospects
and Pathways (Montreal: Institute for Research on Public Policy, 2004), on the
other hand, concludes that US political sensitivities make anything other than a
trilateral initiative unrealistic. Discussions with US officials suggest that US
political sensitivities are more nuanced, providing scope for differentiated ap-
proaches. The difficulties of a trilateral approach that considers both economic
and security issues are also well illustrated by the paper prepared for The Art
of the State Il Conference by Stéphane Roussel and Athanasios Hristoulas,
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- The Security and Prosperity Partnership of 2005 and re-
newed in 2006, the official template for the discussion of
emerging issues among the three federal governments of North
America, specifically recognizes the reality of a “two-speed”
approach. Future work:on bilateral issues between Canada and
the United States, therefore need not become hostage to whether
or not Mexico is interested in, or has the capacity to pursue, a
specific matter.

The Sovereignty Dimension

Canadian trade policy debates are virtually unique in their ele-
vation of sovereignty as a critical issue of public policy”. In the
great debates of the past over free trade, notably the elections of
1891, 1911, and 1988, supporters of free trade with the United
States found themselves under sustained attack on the grounds
that the sacrifice of Canadian sovereignty was too heavy a price
to pay. Any new trade negotiations with the United States is
certain to revive this old, if increasingly quaint, discussion
along a number of fronts. : o '
One argument, advanced by the Senate Foreign Affairs
Committee, is that concluding any deeper integration agree-
ment, such as a customs union, would rob Canada of the capac-
ity for setting tariffs on trade with third countries’®. The reality
is that Canada has given up tariff autonomy through the pro-
gressive binding of its tariff in the GATT and WTO negotia-
- tions as well as the declining utility of the tariff as a policy in-
strument. A variant on this theme is the claim that a new agree-
ment would prevent the pursuit of distinct industrial, energy,

“The Quest for trilateral security in North America” (Montreal: Institute for
Research in Public Policy, 2003). , ' ‘

" With the exception of defence policy issues, where public discus-
sion often veers into dead-end tangents divorced from the iron realities of
protecting the two countries from external threats.

* Senate Standing Committee on Foreign Affairs, Uncertain Access:
The Consequences of US Security and Trade Actions for Canadian Trade
Policy (June 2003) at parl.gc.ca. ~
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immigration, and environmental policies7‘5 . This point also lacks
substance. The scope for industrial and energy initiatives is al-
ready severely constrained by WTO rules on subsidies in the
former and by the NAFTA rules in the latter. As regards issues
such as immigration and environment, it is far from clear how
creating an agreement to enlarge the benefits of economic inte-
gration would limit Canadian policy. :

A second line of criticism is that a customs union agree-
ment would tightly tether Canadian foreign policy to that of the
United States. During the free trade negotiations in the 1980s,
critics charged that the United States would threaten Canadian
access to its market provided for under the agreement unless
Canada embraced US foreign policy goals. Such criticism
should be dismissed on a number of grounds. The United States
has no modern history of withdrawing from trade agreements or
reducing access to its market provided thereunder for foreign
policy reasons. Second, the vulnerability of Canada to such a
remote probability arises not from the existence of bilateral
agreements, but from the deep integration of the two economies,

~ an integration occurring principally because of the natural dy-

namics of economic integration, driven by the daily €conomic
choices of individuals and firms and fostered by past multilateral
and bilateral trade agreements. The only way to mitigate this vul-
nerability to the United States is to reverse the course of eco-
nomic integration and accept the incalculable economic costs of
such action as a price of insulation from US influence’®.

75 For a sample of these views, see Andrew Jackson, “Why the ‘Big
Idea’ is a Bad Idea: A Critical Perspective on Deeper Economic Relations
with the United States” (Ottawa: Canadian Centre for Policy Alternatives,
2003). See also Stephen Clarkson, “Time to break free (trade),” Globe and
Mail, 27 September 2002 and Peter Newman, “Beware of freer trade,” Mac-
lean’s, 2 December 2002. A more thoughtful version of this view can be
found in a series of columns by David Crane in the Toronto Star, August 9,
13, and 16, 2003. Support among Canadians for such a defensive attitude
toward the United States, however, has steadily declined. -

76 Canadians have demonstrated that they have become increasingly
comfortable with their proximity to the United States and with the pragmatic

pursuit of better ways to manage deepening integration. See the discussion of
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A third criticism is that a customs union would further
erode Canada’s historical multilateral vocation and undermine
Canada’s ability to participate in multilateral negotiations.”’
This argument reflects the continuing allure of ‘multilateralism
as the central organizing principle of Canadian trade and foreign
policy. In fact, an objection-to new bilateral arrangements on
the grounds of protecting Canada’s multilateral heritage is not
only historical revisionism, it confuses ends with means’®. Mul-
tilateral rule making and institution building have proven effec-
tive means for Canada to pursue its trade objectives but have
never impeded the pursuit of trade or foreign policy objectives
by other means. Canada has been prepared to look to bilateral
rules and institutions when these are available and better suited
to achieve the policy objective sought. Both bilateral and multi-
lateral strategies need to be judged on their ability to satisfy Ca-
nadian needs and interests. To forego benefits available in a bi-
lateral arrangement in order to uphold the multilateral ideal
would make a nullity of coherent policy making.

A fourth CI‘lthlSIn is that a deep integration agreement
would ignite a “race to the bottom,” i.e., to a relentless effort by
governments to attract forelgn investors and retain domestic i in-
vestors by reducing regulatory norms and expectations. There is
little evidence to support this charge Indeed, there is a prepon-
derance of evidence pointing in exactly the 0ppos1te direction.
As societies become more prosperous—one of the most impor-
tant impacts of globalization and of deepening integration—the
demand for regulations to enhance the quality of life increases.
The explosion of government regulatory activity to address envi-
ronmental, human rights, safety, and other issues provides com-

recent polling in Hart, “A New Accommodatlon with the United State: The
Trade and Economic Dimension.”

" See, for example, Robert Wolfe, “See You in Washington? A Plu-
ralist Perspective on North American Institutions,” IRPP - Choices, 9:4; at
irpp.org. .

78 Brian Tomlin and Bruce Doern, Faith and Fear: The Free Trade
Story (Toronto: Stoddart, 1991), debunk this cherished myth .of Canadian

foreign policy elites.
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pelling evidence of the gap between rhetoric and reality. In the
other direction, the impact of regulatory convergence and regula-
tory cooperation has been repeatedly to raise the bar by establish-
ing international benchmarks of minimal performance and best
international practice: As argued above, bilateral regulatory con-
vergence is more likely to involve adoption of best practices than
a lowering of standards to the lowest.common denominator. .

Conclusions

The Canadian and US economies have become intertwined in
response to demands by Canadians and Americans alike for
each other’s products, services, capital, and ideas, creating jobs
and wealth across many sectors and accelerating the forces of
mutually beneficial integration. The strategic challenge facing
Canadians today is whether they want their government to help
or hinder accelerating cross-border economic integration and
social and political interaction. Whatever the homilies about the
value of independence, there is no sentiment that the govern-
ment should interfere in private business and investment deci-
sions to change the logic of resources, geography, and private
choice that underpin economic integration.

The trade policy of the post-war years, grounded in the
theories of well-established international trade theory and pur-
sued on the basis of the politically pragmatic strategy of mer-
cantilist bargaining, proved critical to underwriting the first
stages of cross-border integration. The framework of rules and
institutions developed over the past seventy years have worked
well to facilitate and govern a process of “silent,” market-led
integration. Both the theory and the practice responded well to
the issues that concerned the dominant economic players: large,
vertically integrated, multinational companies with operations
on both sides of the border focused on the production and ex-
change of physical goods. While such companies remain impor-
tant players in North America, the development of much more
fragmented production strategies, the ability to disperse produc-
tion much more widely around the world, the emergence of new
security threats, and the reality of a much wider range of cross-
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border transactions, all point to the need to look at a new set of
policy ‘issues that threaten to disrupt the mutually beneficial
process of cross-border integration. -

The continued presence of a heavily administered border
of similar but differentiated regulatory regimes, and inadequate
institutional capacity to solve problems, now undermines the
ability of firms and individuals alike to reap the full benefits of
deepening cross-border integration. New developments in trade
and 1ndustr1a1 organization theory help us to understand the na-
ture of new production and exchange patterns and underline the
extent to which subtle differences in regulatory regimes and un-
desirable border complications can frustrate corporate efforts to
organize production and exchange as efficiently as possible. In
a world ‘where firms have many more choices about what to
produce and where, the smaller partner in a deeply integrationist
relationship is particularly vulnerable to the impact of border
delays and regulatory differences. In these circumstances, the
Canadian ‘government is well-advised to invest in -efforts that
will bring the framework of rules governing cross-border ex-
change into line with commercial and economic reality.

The Consequént Policy and Research Agenda

Pursuing the policy issues outlined above would be facilitated if
analysts, both inside and outside government, developed further
some of the ideas set out in this paper and the data and analysis
upon which it is based. To that end, we believe further work
along the following lines would make a material contribution to
informed policy discussion:
® More detailed assessments of the extent of fragmentation
and integration involving firms and facilities with cross-
border interests in Canada and the United States.

® The extent of investment and other corporate ties linking
production in the two countries.

* An mventory of the issues critical to busmess and invest-
ment in making cross-border trade and investment function
to its full potential.
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An inventory of the customs and related functions per-
formed at the border that can be performed behind the bor-
der, facilitating pre-clearance and similar strategies.

e The relationship of formal border clearance procedures to
the interdiction of criminal, terronst and other unlawful
cross-border activities.

e An inventory of Canad1ah and US regulatory regimes with
serious implications for cross-border trade and investment,
and the extent of differences in each of these regimes.

e An inventory of the extent arid nature of cross-border net-
works of decision-makers and an assessment of their effec-
- tiveness in addressing cross-border problems.

e An assessment of the European experience in governing
deepening integration and the extent of its applicability to
. North American experience.

We list these as indicative of the range of interesting issues that
warrant timely investigation and consideration in building the
necessary intellectual capital to address the issues raised in this
paper. Other may have additional ideas. What’s important is
that the analytical and policy communities devote the necessary
intellectual resources to thinking through what would be in-
volved in making the North American economy function even
better in meeting the needs of Canadians and Americans alike.

158




[o—
-
-,
~—

e

xR
=™

7))
=P)
-
72
7/}
e
<P
=
[~
| S
fo
[
&
=
=]
© man(
=1i]
]
2

T T T B 0 P T T Y AT o A o0 DY T ————————



o g o

sl

US—Canadian Trade and US State-
Level Production and Employment:
An Update

Laura M. Baughman and Joseph Ffancois* '

Abstract

Using a computable general equilibrium (CGE) model belonging
to the class of multi-region CGE models commonly used to esti-
mate the economy-wide and the sector-specific impacts of trade
policy changes, we estimate the impact on US and state output of
changes in the US—Canada trading relationship, and their result-
ing impacts on US jobs. We find that trade with Canada provides
tangible and important economy-wide employment and income
benefits to the United States and to every US state. Total trade
with Canada—of goods and services, and exports as well as im-
ports—generated US output worth $327 billion in 2005, or 2.6
percent of GDP. Output supported by total trade with Canada
also support US employment levels. We estimate that trade with
Canada supported more than 7.1 million net US jobs, or 4.1 per-
cent of total US employment in 2005. Every US state registered
net positive job gains from trade with Canada.

Ihtroduction

Both the United States and Canada have experienced their
shares of debates about the costs and benefits of trade. From the
Canada-US Free Trade Agreement (CUSFTA) to the North
American Free Trade Agreement (NAFTA) to bilateral dis-

*Laura Baughman is president and managing director of Trade Partner-
ship Worldwide, LLC. Joseph Francois is professor of economics with the
Johannes Kepler Universitit Linz, a fellow of the Tinbergen Institute, a re-
search fellow with the Centre for Economic Policy Research, and a member
of Trade Partnership Worldwide. The views expressed in this chapter are
those of the authors: :
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putes, the identification of the costs of trade, and particularly
the costs of the bilateral trading relationship, seems to over-
shadow discussion of the benefits of the trading relationship.

Notwithstanding the history of bilateral trade disputes, the
US—Canada trading relationship is clearly a case where both
sides benefit in important ways. Bilateral trade between the two
neighbours has been growing steadily for decades. The increas-
ingly integrated nature of the two economies—thanks to CUS-
FTA and NAFTA—now has developed into a generally comfort-
able integrated relationship. Nevertheless, arguments persist that
this integration has cost hundreds of thousands of workers their
jobs. Indeed, the jobs debate overshadows the otherwise positive
assessment of the impact of increased trade. «

With the importance of the trade—jobs question as motiva-
tion, in this paper we update and expand on earlier research that
quantifies the US employment impact of US—Canada trade.
(Francois and Baughman 2004). Our earlier research found that
in 2001, cross-border trade (exports and imports) in goods sup-
ported 5.2 million US jobs. The current research updates that
employment estimate to 2005, and assesses the net job impact in
the United States of cross-border services trade'. As in our earlier
research, we break down the job estimates by state. We begin
with an overview of US—Canada trade in goods and services, and
then present our estimates of the number of US jobs supported by
trade with Canada in 2005. We conclude with a summary of what
our results mean for US trade policy. Appendix A details our
methodology for estimating the US job impacts of US—Canada
goods and services trade. :

{

The US—Canada Trading Relationship

Canada is, not surprisingly, one of the United States’ leading
trading partners. It is the largest foreign market for US goods,
and the largest source—exceeding even China—of US imports. It
is the third most important market for US services exports, and
the fourth largest source of US services imports (see Table 1,

IBecause of the addition of services trade to the modelling exercise, results
from the 2001 analysis are not comparable to the results of this analysis.
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which reports the top ten markets for US exports and imports of
goods, and US exports and imports of services). .

While clearly much of this tendency to trade with each other
is owed to geography, also important has been the success of ef-
forts both countries have undertaken to reduce and eventually
eliminate barriers to trade between them. CUSFTA went into ef-
fect on 1 January 1989, aiming to eliminate bilateral tariffs and
many non-tariff barriers in most sectors of merchandise trade
within 10 years. NAFTA replaced CUSFTA on 1 January 1994.
By that time, most US—Canada trade was already duty-free
thanks to CUSFTA. By 2005, Vlrtually all bilateral trade in goods
and services was trade-barrier free.’

Table 1: Leading US Trading Partners, 2005

(bllhons of US dollars)

Goods ~ Services

;&;{ S e Exports Imports; Exports. Imports ~
‘Total, World - $894.60 $1 677.40  $360.50  $280.60
Canada 21221 293.3(1") 32839 22504
United Kingdom 37.6 505 45.7(1%)  36.8(I°)
Japan 53.3 (39 138 42.5(2)  23.8(2")
Mexico 120.3 () 172.1 (3 20.6 14.9
Germany 33.6 . 84.6 203 25.6(37).
France ‘ 223 33.8 13.2 12.9
Korea 27.1 . 438 11 7.9
Switzerland 10.7 13 _ 9.5 11.4
China k 41.8  243.5(2") 9.1 6.5
Netherlands 26.3 14.8 9.1 8.1
Bermuda 0.5 nil n.a. 14.1
Taiwan 22.5 34.8 7.8 6.7 .
Venezuela 6.4 34 2.6 0.6

Italics = country is among the topkten for that type of export or import.

n.a. = not available.
Source: US Department of Commerce, Bureau of Economic Analysis

*This is not to suggest that there are no restrictions on bilateral trade. Cer-
tain sensitive sectors in both economies continue to face bilateral trade re-
strictions, while antidumping and countervailing duty actions continue to
result in disruption of trade for individual products.
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. While US goods trade with Canada has been growing over
the years, Canada’s importance as a trading partner in the post-
FTA period has been comparatively stable. In the period 1995—
2005, Canada’s share of total US exports ranged from 22 to 24
percent, with a modest upward trend over the period. Canada’s
share of total US imports, on the other hand, declined more or
less steadily over the period as lower-cost foreign suppliers, par-
ticularly in China, claimed larger shares of the US import market.
Canada enjoyed a growing trade surplus with the United States
over this 10-year period; however,. this increase generally mir-
rored the total US trade balance, as Canada’s share of the total
US trade balance has generally averaged about 10 percent.

Table 2: US Goods Trade with Canada, 1995-2005

Exports Imports = Balance
* Value (billions of US dollars)

1995 . 81274 $146.9 -$19.5
1996 134.3 158.5 . 243
1997 151.9: 170.1 -18.2
1998 156.7 175.8 , -19.1
1999 166.7 201.3 34.6
2000 1789 2337 -54.8
2001 163.3 218.7 , -55.5
2002 160.9 211.8 -50.9
2003 169.8 2242 54.4
2004 190.0 259.0 -69.0
2005 21222 293.3 81.1
' LA ' : Share of Total US (percent)
1995 22.1 19.6 112
1996 219 19.7 12.7
1997 23 19.4 9.2
1998 233 19.2 7.7
1999 24.4 19.5. 10.0
2000 232 . 19.1 12.1
2001 22.4 19.1 13.0
2002 23.6 182 10.6
2003 23.8 17.8 9.9
2004 23.5 17.6 10.4
2005 23.7 17.5 104

Source: US Department of Commerce, Bureau of Economic Analysis
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While Canada enjoys a goods trade surplus with the United
States, the United States enjoys a services trade surplus with
Canada (Table 3). Trends in US services exports and imports
with Canada mirror those of goods, but on a much smaller scale.
Canada’s share of total US services exports has been increasing
since 1998, while its share of total US services imports has been

declining over that period.

Table 3: US Services Trade with Canada, 1995-2005

‘Exports: . Imports . Balance
il o Value (billions of US dollars)
1995 %181 $112 $6.9
1996 19.6 12.6 7.0 -
1997 20.6 14.0 6.6
1998 19.6 153 43
1999 22.8 16.4 6.4
2000 24.7 18.0 6.7
2001 24.5 17.5 7.0
2002 25.1 18.0 A
2003 274 19.5 7.9
2004 29.7 21.1 8.6
2005 32.8 225 103
Bl - Share of Total US (percent)
1995 - 8.2 7.9 8.8
1996 . 82 8.2 8.2
1997 8.0 : 8.4 8.2
1998 7.5 85 . 7.9
1999 8.1 82 8.1
2000 8.3 : 8.1 8.2
2001 _ 86 7.9 8.3
2002 , 8.6 7.8 8.2
2003 ' 9.1 7.8 8.5
2004 8.6 73 8.0
2005 1 8.6 7.2 8.0

Source: US Department of Commerce, Bureau of Economic Analysis

Overall, US trade with Canada is huge and growing. Total
trade (goods plus services, exports plus imports) reached $561
billion in 2005 and reflected average annual increases of 6.5
percent over the previous decade (Table 4). Similarly, total
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goods trade (exports plus imports) has been growing at an aver-
age annual rate of 6.5 percent, and total services trade by even
more: 6.7 percent per year. ' ‘

Table 4: Total* Goods and Sefvices Ti‘ade, 1995-2005
(billions of US dollars and percent) ‘

o Total Goods Total Services  Total Trade - Goods’ % -

LE L L ~ Shareof Total
1995 - $274.3 - $29.3 $303.6 904
1996 292.8 . 32.2 . 325.0 o 90.1
1997 322.0 34.6 356.5 90.3
1998 332.6 - 34.9 367.4 90.5
1999 368.0 39.2 - 407.2 90.4
2000 455.3 42.8 4553 90.6
2001 424.0 42.0 424.0 90.1
2002 415.8 43.1 . 4158 . 89.6
2003 441.1 46.9 441.1 89.4
2004 499.8 50.8 499.8 89.8
2005 505.5 553 560.8 90.1

*Exports plus imports.
Source: Bureau of the Census

From a sectoral perspective, many categories of goods
show up as both leading exports to and imports from Canada,
suggesting co-production between producers in both countries
(Table 5). This co-production is most obvious in the case of the
motor vehicle sector, where the two countries’ auto sectors have
been integrated for many years. At the same time, Canada is an
important source of raw materials to the US market, most nota-
bly petroleum (mineral fuels, which took the lead in 2005). Also
important are wood and wood products.

In services trade, transportation-related services exports and
imports are roughly comparable in size, although more Canadian
passengers travel to the United States than US passengers 10
Canada. Trade in other private services trade has been the main
source of growth in services trade, with US exports to Canada
doubling over the period and US imports from Canada rising by 2
factor of more than 2. The United States has a significant and
growing bilateral surplus in royalties and license fees.
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Table 5: Leading Sectors in US Trade with Canada, 1995,

2000, 2005 (billions of US dollar:

Non-electrical machinery (HS 84)
Electrical machinery (HS 85)
Plastics (HS 39)

Iron and steel (HS 72 & 73)
Mineral fuels (27) ,
Precision instruments (HS 90)
Paper, paperboard, paper pulp (HS 48) 2.5 3.7
Organic chemicals (HS 29)

Rubber and rubber products (HS 40)

Mineral fuels (HS 27)
Vehicles (HS 87)
Non-electrical machinery (HS 84)

Wood and wood products (HS 44)
Electrical machinery (85)

Plastics and products (HS 39)

Paper, paperboard, paper pulp (HS 48)
Aluminjum and aluminium products (76)
Aircraft (HS 88)

Furniture (HS 94)

Transportation-related services $9.8 8114
Travel 6.2
Passenger fares 13
Other transportation ) 2.3

Other private services . 6.7

Royalties and license fees

Transportation-related services $7.1 $10.7
Travel ‘ 4.3 6.2
Passenger fares 0.3 0.8
Other transportation 2.5 3.7

Other private services 3.7 6.0

_Royalties and license fees 0.2 1.0

Source: Bureau of the Census
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pacts of the bilateral trading relationship for a year (2005) that

The US—Canada Economic Relationship: What It Means for
US Output and Jobs

The economic impacts of trade are one of the biggest concerns
of policy-makers on both sides of the border. Polling results
suggest that large percentages of the American public believe
that trade expansion, and particularly increases in trade deficits,
result in domestic job losses. This belief is so longstanding and
prevalent that it is widely accepted as fact, and often left un-
challenged in political debates.

The data actually support the opposite conclusion: trade (both
exports and imports) creates output, which is job-supporting. Be-
cause of the role of Canadian inputs in integrated production proc-
esses in the United States, increased trade—including increasing
imports—contributes to increased domestic output and related
jobs. This includes manufacturing jobs. :

Our earlier analysis of the US output and job-impacts of
US—Canada goods trade found that cross-border trade in goods
in 2001 supported approximately $162 billion in US economic
activity and 5.2 million net jobs (job gains net of job losses).
These estimates understated the true value of the US—Canada
trading relationship to the United States for two reasons. First, it
measured the impact during a recession year, when trade flows
were lower than they otherwise would have been had both
economies been healthier. Goods trade dropped in 2001 from
2000 levels, and did not recover for several years, until 2004
(see Table 4). Second, the earlier research looked only at the
impacts of cross-border trade in goods, rather than goods and
services. Given the importance of services to both economies,
the output and employment impacts of total trade would neces-
sarily be understated. :

In this paper we examine the output and employment im-

more accurately reflects the robust nature of that relationship,
and include total services trade as well. We use the same meth-
odology we followed in our earlier research: a computable gen-
eral equilibrium (CGE) model that examines the up- and down-
stream impacts of trade on the US economy.
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A Brief Description of the Model

CGE models are commonly used today to estimate the econ-
omy-wide and the sector-specific impacts of a trade policy
change. A global model in wide use today is the Global Trade
Analysis Project (GTAP) model. Working with a version of this
model (with the modifications and updates described below),
we estimate the impact of US—Canada trade on US production,
consumption, trade, prices and welfare.

Briefly, we have updated our core dataset (version 6.2)
from 2001 to 2005, and focused on 14 sectors, four regions (the
United States, Canada, Mexico, and the rest of the world), and
fixed capital: in other words, our analysis is static. The model’s
structure assumes perfect competition and constant returns to
scale. More details are provided in Appendix A. These struc-
tural features are appropriate given the current application.

To estimate the impacts on the United States in 2005 of ex-
ports and imports of goods and services, we posit the following
counterfactual: suppose those exports and imports were simply
eliminated as the result of the imposition of a prohibitive tariff
on US imports from Canada, and the simultaneous imposition
of a prohibitive tariff on Canadian imports from the United
States. The losses in US output provide a measure of the oppo--
site: the gains in US output linked to trade.> We then take these

’It is important to note that these estimates show what the level of US
output and employment would have been in 2005 if US—Canadian bilateral
trade were reduced to zero, with the rest of the world continuing and filling
in where possible for the lost US—Canada trade. For example, in the counter-
factual scenario some US imports of lumber for the housing sector from
Canada would have been replaced by imports of lumber from other coun-
tries, and the impact would be felt in terms of the higher cost of the alterna-
tive sources of inputs. Accordingly, the reported estimates show the gains
that the United States makes in jobs and output from being able to trade di-
rectly with Canada as well as with the rest of the world. There would, of
course, be greater impacts of a full border closure (i.e., one that reduced to
‘zero imports from all trading partners and exports to all trading partners). In
addition, a permanent trade-related border closure (simply stopping all trade)
can be quite different in effect from one limited temporarily to physical
movement of persons and goods (and not, for example, electronic services).
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national estimates (detailed by sector) and distribute them to
states according to published sector-specific data for state out-
put. Finally, we compute the jobs related to that output using
state- and sector-specific production-to-employment ratios.

Our approach examines the impact of bilateral trade on US
output and employment by accounting for the effects of both total
exports and of total imports, rather than simply looking at the
impact of net flows (the so-called trade deficit"). This approach
better permits us to capture the full contribution of trade to the
efficiency of US output and to employment. Exports and imports
both support jobs directly, jobs tied to manufacturing goods for
export, transporting goods (exports as well as imports) to and
from ports (and manufacturing the trucks to transport them),
warehousing traded goods (and manufacturing the materials used
to build the warehouses), financing them, advertising them, etc.
In addition, exports and imports make an economy more efficient
and that efficiency in turn generates additional indirect output
and related jobs. These latter impacts are likely to exceed the di-
rect impacts. But net flows (the trade deficit) only capture a small
piece of what creates output and related jobs.

Results |

Impact on output of total trade

The impact of US—Canada trade on US national and state output
is significant. Table 6 shows that trade with Canada boosted
national output by $327 billion, or 2.6 percent of total GDP.
Services sector output is heavily linked to trade with Canada.
This includes not only services output related to services ex-
ports and imports, but also services output related to goods ex-
ports and imports (for example, wholesaling and retailing goods
exported to or imported from Canada).

“The trade deficit is simply an accounting identity: exports less imports.
What matters for evaluating the full impact of trade on any economy is not
this net piece of the GDP-total, but the impact of total exports and imports
directly as well as indirectly on the economy as a whole.
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Table 6: US National Output Related to Trade with Canada,

2005 (billions of US dollars)
Pfiihwéry“Sectors (agriculture, forestry, fishing,
Construction
Manufacturing
Services

Transportation and utilities

Wholesale and retail trade

Finance and insurance

Other services

" Information
Professional and technical
Management
Rental, leasing and real estate
Accommodation and food
Other consumer and public services

mm’ing)d

Source: authors’ estimates

Trade with Canada also accounted for important shares of
US state-level output for many states (Table 7). Not surpris-
ingly, the states with the largest populations recorded the largest
values of output related to trade with Canada: California, $43
billion (13.3 percent of the national total), Texas, $24 billion
(7.3 percent of the total), New York, $26 billion (nearly 8 per-
cent of the total), and Florida, $17 billion (5.1 percent of the
total). Together these four states accounted for one-third of total
national output related to trade with Canada. States for which
trade with Canada accounted for relatively large shares of state
output included Indiana, Delaware and Washington (2.9 percent
each), and Connecticut, Iowa, Kansas, Michigan, North Caro-
lina, Ohio and Wisconsin (2.8 percent each).
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Table 7: State Output Related to Trade with Canada, 2005

(millions of US dollars)
= *7 . Value ' Share State ~Value Share - State .

: of of Share - i of ofTotal Share

Output -~ Total - of Total - - Output. ~ Output - - of Total

Y _...Output . Output ; Output

' " “Related Related

to Trade to.

- - ; . Trade

Alabama $4,008 2.64%  123% Montana $672  225%  021%
Alaska 646 1.64 0.20 Nebraska 1,765 2.50 0.54
Arizona 5574  2.57 1.70 Nevada 3,000 2.69 0.92
Arkansas 2,326  2.68 0.71 New Hampshire 1,496 2.72 0.46
California 43,564  2.69 13.32 New Jersey 11,737 2.72 3.59
Colorado 5412 2.50 1.66 New Mexico 1,487 2.16 0.45
Connecticut 5,387 2.78 165  New York 25,697 2.68 7.86
Delaware 1,617 286 0.49 North Carolina 9,786 2.82 2.99
D.C. 1,848 226 0.57 North Dakota 566 232 0.17
Florida 16946  2.52 5.18 Ohio 12,201 2.71 3.73
Georgia 9,758 2.68 298 Oklahoma 2,636 2.17 0.81
Hawaii 1,335 247 0.41 Oregon 3,956 2.74 1.21
Idaho 1,222 2.59 0.37 Pennsylvania 12,986 2.66 397
Iltinois 15352 2.74 4.70 Rhode Island 1,159 2.65 0.35
Indiana 6,993 293 ' 2.14 South Carolina 3,811 2.72 1.17
Towa 3,186  2.81 097 South Dakota 784 2.54 0.24
Kansas 2,710  2.81 097 Tennessee 6,142 2.66 1.88
Kentucky 3,696  2.63 1.13 Texas 23,985 242 7.34
Louisiana . 4,036 240 123 Utah 2,330 2.57 0.71
Maine 1,152 - 256 0.35 Vermont 598 2.59 0.18
Maryland 6240  2.53 1.91 Virginia 9,242 2.63 2.83
Massachusetts 8,722~ 2.68 2.67 Washington 6,943 2.90 2.12
Michigan 10,360 2.75 317 West Virginia 1,209 2.28 0.37
Minnesota 6,324 270 1.93 Wisconsin 6,047 2.80 1[.85
Mississippi 2,088 257 0.64 Wyoming 459 1.68 0.14
Missouri 5,788  2.68 1.77 US Total 326,984 2.63 100.0

Source: authors’ estimates

Impact of total trade on US jobs

As a result of the boost Canadian trade gives to US output, US
jobs are also supported, both directly (in the manufacture of
goods or production of services for export, for example) and indi-
rectly (in sectors that get the goods and services out the door and
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across the border to Canada). Jobs related to importing also span
the service sectors, and include jobs related to transporting,
wholesaling, warehousing, advertising, financing and retailing
products imported from Canada, for example. In addition, it is
important to note that producer services are also key inputs to
manufacturing, so that goods exports indirectly support services.
Our model incorporates the impact of job losses due to import
competition; thus the results are net of any negative impacts of
imports.

We report our estimates in Table 8. The results indicate that
trade with Canada in 2005 supported 7.1 million net direct and
indirect American jobs. More than half a million of these jobs
are in the manufacturing sector. Services sectors account for the
largest share of jobs related to trade with Canada, including
such high-wage occupations as finance and insurance, legal,
managerial, advertising and other professional services.

Table 8: National Employment Related to Trade with Can-

ada, 2005
‘Total S T11L,714
Primary Sectors (agriculture, fores ' 266,746
Construction 55,464
Manufacturing 522,864
Services , 6,266,641
Transportation and utilities 271,359
Wholesale and retail trade : 235,832
Finance and insurance ‘ 328,202
Other services 5,431,247
Information : 193,433
Professional and technical 391,731
Management 63,187
Rental, leasing and real estate 325,219
Accommodation and food 550,104
Other consumer and public services 3,907,573

Source: authors’ estimates, based on CGE results discussed in Appendix A

At the state level, every state experiences positive job ef-
fects from trade (exports and imports) with Cahada (Table 9).
The largest absolute net numbers of jobs supported by trade
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with Canada were in California (832,000), Texas (522,000),
New York (469,000) and Florida (405,000). Collectively, across
these four states we estimate 2.2 million jobs supported by trade
with Canada. For individual states, the job gains are generally in
a range of 4 to 5 percent of total state-wide employment.

Table 9: State Employment Related to Trade with Canada,

2005

* Number o State- ‘Number . Share .~ State -
of Jobs Share - ~of Jobs - ofTotal Share -
s ofTotal ", Gt o Jobs o of Total
G J°b5; - : : “Jobs
Related. ‘Related
Ve e 3 CitoTrade s e i i . to Trade
Alabama 100,486 1.41% Montana 124368 397%  034%
Alaska 19332 442 0.27  Nebraska 49,697 . 4.09 0.86
Arizona 128,862  3.98 1.81  Nevada 61219  4.01 0.92
Arkansas 63,323  4.07 0.89  New Hampshire 32,668 391 0.46
California 832,178 405 1170  NewJersey 206,778  4.14 2.91
Colorado 123,794  4.03 1.74  New Mexico 44418  4.18 0.62
Connecticut 90,192  4.15 127  NewYork 468,703  4.36 6.59
Delaware 21332 4.04 030  North Carolina 208480  4.08 2.93
D.C. 39999  5.03 0.56  North Dakota 18,798  3.98 0.26
Florida 404,713 3.99 569  Ohio 276,621  4.07 3.89
Georgia 211,676  4.07 2.98  Oklahoma 81,177  3.97 1.16
Hawaii 36,893  4.42 0.52  Oregon 88,649  3.98 125
Idaho 33,601  3.87 047  Pennsylvania 295230  4.14 4.15
Hllinois 304,514  4.10 428  Rhodelsland 25876 425 0.36
Indiana 147,794  4.02 2.08  South Carolina 95329  4.03 1.34
Towa 77912  3.96 1.10  South Dakota 121426  3.98 0.30
Kansas 72,844  4.04 1.02  Tennessee 145932  4.02 2.05
Kentucky 95928  4.03 135  Texas 521,759  3.99 7.34
Louisiana 101,947 4.14 143  Utah 61309  4.06 0.86
Maine 33289  4.05 047  Vermont 17410 411 0.24
Maryland 140334 422 1.97  Virginia 197,038  4.17 2.77
Massachusetts 172,253 4.19 242  .Washington 152914  4.10 2.15
Michigan 221492  4.02 311  West Virginia 36,925  4.06 0.52
Minnesota 141,194 403 199  Wisconsin 141,404  4.00 1.99
Mississippi 61,759  4.10 0.87  Wyoming 14,095 391 0.20
Missouri 144,851 405 2.04  US Total 7,111,714 4.08 1000

Source; authors’ estimates
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Services sector income and employment

Close inspection of Tables 6 and 8 shows that most of our in-
come and employment estimates are concentrated in services.
There are four main reasons that, combined, lead to this outcome.
The first is, quite simply, that the US economy is largely a ser-
vices economy. In 2005, according to data from the US Bureau
of Economic Analysis (Department of Commerce), services (in-
cluding construction) accounted for 83 percent of non-farm pri-
vate employment and 75 percent of private gross product. Trade
with Canada means a more efficient overall US economy, and
hence a general increase in economic activity, including services.
Any increase in activity and employment will be largely focused
on services. Second is that we are modeling direct trade in ser-
vices. We capture direct linkages between exports to Canada and
services production in the United States. Services are an impor-
tant part of overall trade between the United States and Canada.
The third reason is that manufacturing in the United States is ac-
tually quite services-intensive (Francois and Woerz 2007), so that
a boost to manufacturing activity from exports to Canada has im-
portant implications for demand for intermediate services.
Fourth, because we are looking at general equilibrium effects,
our estimates include income linkages to services demand. This
means that higher incomes lead to more demand for (and jobs
linked to) consumer services. This last effect is missing from
analyses that just focus on production-based input—output link-
ages.

Impact of changes in trade volumes and costs

Given, then, that trade supports output and jobs, it stands to rea-
son that changes in trade and trade costs would have an impact
on output and jobs. Table 10 shows the impact that a 1 percent
change in trade volumes or trade costs would have on employ-
ment (or output) (referred to as “elasticities”; more detailed es-
timates are provided in Appendix B).

The trade-volume elasticities can be 1nterpreted as follows
From the first row, a 1 percent increase in trade with Canada
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supports a 0.038 percent increase in US employment. At the
same time, a 1 percent change in trade implies that total income
rises by 0.026 percent across the United States. From the values
reported in Table B-1 of Appendix B, for California a 1 percent
increase in trade implies a 0.037 percent increase in state em-
ployment and a 0.027 percent increase in state income.

The trade-cost elasticities in the tables in Appendix B have a
similar interpretation. From Table 10, a 1 percent increase in the
cost of cross-border trade between the United States and Canada
implies a 0.156 percent loss in employment and a 0.103 percent
loss of state income. A more detailed set of trade-cost elasticities
at the state level is provided in the tables in Appendix B.

Table 10: The Marginal Impact of Changes in Trade Vol-

umes and Costs (Percent) ;
S Change in total = Change in‘total -

T . state employment _ Gross State Product
1% increase in trade volumes 0.038% 0.026%
1% increase in cost of trade -0.156% -0.103%

Conclusion

In this paper, we have explored the impact of US trade with Can-
ada on the pattern of employment and output across US states.
This has been accomplished by using a multi-region, global CGE
model to estimate the economy-wide impact of US—Canadian
trade. The results of this analysis indicate that the trade relation-
ship between the United States and Canada is a definite net plus
for the United States’. Accordingly, policies that reduce the flow
of goods and services between Canada and the United Statess re-
sult in adverse impacts on jobs and growth in the United States,
impacts that are felt in every US state. For example, policy ac-
tions that have the effect of reducing US exports of goods or ser-
vices to Canada would directly reduce US goods and services
output, and related jobs. Perhaps less expected by policy-makers

SWe speculate that a similar analysis for Canada would demonstrate paral-
lel benefits to Canadian output and employment.
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is the finding that actions that reduce US imports of goods and
services from Canada would also have a negative net impact on
US output and related employment. This should not be surpris-
ing, given the integrated nature of North American manufactur-
ing industries and the important role of services in these conti-
nental industries. The results reported here suggest that these
broader impacts should be factored into policy considerations
with likely impacts on trade flows.
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Appendix A: Methodology

Different options are available to estimate trade linkages to em-
ployment and output. One involves manipulation of input-
output tables to map the linkages between exports and/or im-
ports to labour demand and total output across sectors. Such an
approach presents several problems, however. The first is that
the shares in the base data basically fix the structure of produc-
tion and demand. Second, there may be double counting, as the
net effect of exports and imports is not the simple sum of export
effects and import effects. Third, such an approach may also
overestimate effects unless the impact of substitution toward
trade with the rest of the world is also included.

To address these various issues, we applied a computable
multi-sector model of the US economy. Computable general
equilibrium (CGE) models are characterized by an input—output
structure (based on regional and national input-output and em-
ployment tables) that explicitly link industries in a value-added
chain from primary goods, over continuously higher stages of
intermediate processing, to the final assembling of goods and
services for consumption. Inter-sectoral linkages are direct, like
the input of steel in the production of transport equipment, and
indirect, via intermediate use in other sectors. The model cap-
tures these linkages by modelling firms’ use of factors of pro-
duction (labour and capital) and intermediate inputs. The most
important aspects of the model can be summarized as follows: it
covers all world trade and production, and it includes interme-
diate linkages between sectors.

Data

Our data come from a number. of sources. Data on production
and trade are based on national social-accounting data linked
through trade flows (see Reinert and Roland-Holst 1997). The
input—output structure of our data is drawn from the most recent
version of the Global Trade Analysis Project dataset, version
6.2 (Dimaranan and McDougall 2006). In this version of the
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dataset, the underlying input—output table for the United States
is for the year 2004. (Earlier versions of GTAP 6 are based on
1992 input—output tables.) The GTAP version 6.2 dataset itself
is benchmarked to 2001 values (where the social-accounting
data have been rebalanced based on the input—output coeffi-
cients, combined with values of production, wages, and output
in 2001, and also 2001 trade values). Because the data are struc-
tured to reflect the value flows in the US economy in 2001, we
built a modified database that reflects the US and Canadian
economies (production and trade) in 2005. Our 2005 database
includes detailed national input—output flows (from the GTAP
tables combined with 2005 value data), trade, and final demand
structures. The basic social-accounting and trade data are sup-
plemented with trade policy data, including additional data on
tariffs and non-tariff barriers. The data are further supplemented
with data from the US Department of Labor on state-level em-
ployment and from the US Bureau of Economic Analysis on
state-level output. These data allow us to map nationwide ef-
fects to state-level changes in employment and output.

The data on tariffs are taken from the World Trade Orgam—
zation’s integrated database, with supplemental information from
the World Bank’s recent assessment of detailed pre- and post-
Uruguay Round tariff schedules and from the UNCTAD/World
Bank WITS dataset. All of this tariff information has been con-
corded to GTAP model sectors within the version 6.2 database.
The sectors in the model are shown in Table A-1. Regions are
aggregated into the United States Canada, Mexico, and rest-of-
world.
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Table A-1: Model Sectors

Model Sectors - " Corresponding GTAP Sectors
1. Agriculture, forestry, and fisheries k o 1-14
2. Mining 15,16,17,18
3. Utilities 43-45
4. Construction R 46
5. Durable goods manufacturing 30,3442
6. Nondurable goods manufacturing 19-29,31-33
7. Wholesale and retail trade 47
8. Transportation 48, 49, 50
9. Information services 51
10. Finance and insurance 52-53
11. Other business services . 54
12. Other consumer services 55
13. Real estate ' ' ' 57
14. Public services - ~ : 56
The Model

Single representétive, composite households comprise each re-
gion, with expenditures allocated over personal consumption
and savings. The composite household owns endowments of the
factors of production and receives income by selling them to
firms. It also receives income from tariff revenue and rents ac-
cruing from import and export quota licenses (when applicable).
Part of the income is distributed as subsidy payments to some
sectors, primarily in agriculture.

~ On the production side, in all sectors, firms employ domes-
tic production factors (capital, labour and land) and intermediate
inputs from domestic and foreign sources to produce outputs in
the most cost-efficient way that technology allows. Capital
stocks are fixed at a national level. Firms are competitive, and
employ capital and labour to produce goods and services subject
to constant returns to scale’. Products from different regions are

Compared to dynamic CGE models and models with alternative market
structures, the present assumption of constant returns to scale with a fixed
capital stock is closest in approach to older studies based on pure input-
output modelling of trade and employment linkages. In the present context, 1t

178




assumed to be imperfect substitutes in accordance with the so-
called Armington assumption. Table A-2 shows the trade elas-
ticities used to model Armington demand for imports’.

Table A-2: Substitution Elasticities

Subst't tion Elasti ltles
Between Between
competing’ domestlc.1
sources, of

Agﬁculture, ‘forestry, fisheries
Mining

Utilities

Construction

Durable goods manufacturing
Nondurable goods manufacturing
Trade

Transportation services
Information services

10. Finance and insurance

11.  Other business services

12. Other consumer services

13.  Real estate

14. Public services

N L A W=

e

Source: GTAP database, version 6.2

The trade substitution elasticities reported in Table A-2
show the ease with which imports can be substituted for each
other (column A), and the ease with which they can be substi-
tuted for domestic goods (column B). For example, for durable
goods a 1 percent increase in the price of Canadian imports

can be viewed as generating a lower-bound estimate of effects relative to
alternative CGE modelling structures.

"Model results depend on the assumptions made concerning the underly-
ing trade elasticities. The elasticities used here are the standard set of elastic-
ities for the Global Trade Analysis PrOJect database. We performed a sensi-
tivity analysis to show the impact of varying these assumptions; the results
are shown in Table A-3.
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causes a 7.63 percent increase in the ratio of imports of non-
Canadian to Canadian-source imports. Similarly, a 1 percent
increase in the price of imports of durable goods leads to a 3.82
percent increase in the ratio of domestic to imported consump-
tion. In other words, elasticities quantify the degree to which
firms and consumers shift between imports and domestic goods
as relative prices change.

We were interested in the impact of trade with Canada on
state economies given the current US wage structure. To quan-
tify these linkages, we employ a labour-market closure (equilib-
rium condition); under this approach, we fix wages at current
levels and force employment levels to adjust. This provides a
direct estimate of the jobs supported, at current wage levels, by
the current level of trade.

Experiments

The experiments conducted with the model involve imposing
changes in US—Canada trade. This allows us to trace changes at
the border as they work through the US economy. Our experi-
ment involved one change to 2005 trade flows: a shut-down of
Canadian goods and services exports to the United States simul-
taneously with a shutdown in US goods and services exports to
Canada®.

8This is accomplished by making a set of bilateral export taxes endoge-
nous, while making trade quantities exogenous and then reducing them by
target amounts, which is appropriate since the relevant question is the benefit
of current conditions of trade.
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Mean Values

Table A-3: Sensitivity Analysis with Respect to Trade Elas-
ticities: Ranging One Standard Deviation above and below

state employment

gross state product

lower mean upper lower |  mean |  upper
United States 2,948,103 7,111,714 11,275,326 135,548 326,984 518,419
Alabama 41,631 100,486 159,340 1,660 4,008 6,355
Alaska 7,965 19,332 30,698 266 646 1,025
Arizona 53,442 128,862 204,282 2,311 5,574 8,836
Arkansas 26,057 63,323 100,590 957 2,326 3,694
California 345,296 832,178 1,319,060, 18,076 43,564 69,052
Colorado 51,275 123,794 196,314, 2,242 5412 8,582
Connecticut 37,558 90,192 142,826 2,243 5,387 8,531
Delaware 8,890 21,332 33,774 674 . 1,617 2,560
District of Columbia 16,832 39,999 63,165 778 1,848 2,919
Florida 168,169 404,713 641,256 7,042 16,946 26,851
Georgia 87,758 211,676 335,593 4,045 9,758 15,470
Hawaii 15,418 36,893 58,368 558 1,335 2,112
idaho 13,845 33,601 53,356 503 1,222 1,940
Illinois 126,169 304,514 482,859 6,361 15,352 24,343
Indiana 61,058 147,794 234,530 2,889 6,993 11,096
lowa 32,140 77,912 123,685 1,314 3,186 5,058
Kansas 30,021 72,844 115,668 1,117 2,710 4,304
Kentucky 39,411 95,928 152,445 1,618 3,696 5,874
Louisiana 42,078 101,947 161,817 1,666 4,036 6,406
Maine 13,868 33,289 52,709 480 1,152 1,825
Maryland 58,576 140,334 222,093 2,605 6,240 9,876
Massachusetts 71,799 172,253 272,707 3,636 8,722 13,808
Michigan 91,792 221,492 351,193 4,293 10,360 16,427
Minnesota 58,496 141,194 223,892 2,620 6,324 10,028
Mississippi 25,523 61,759 97,996 863 2,088 3313
Missouri 59,997 144,851 229,704 2,397 5,788 9,178
Montana 10,054 24,368 38,682 277 672 1,067
Nebraska 20,494 49,697 78,900 728 1,765 2,802
Nevada 25,377 61,219 97,060 1,244 3,000 4,757
New Hampshire 13,600 32,668 51,736 623 1,496 2,370
New Jersey 85,993 206,778 327,564 4,881 11,737 18,592
New Mexico 18,382 44,418 70,453 616 1,487 2,359
New York 195,849 468,703 741,556 10,738 25,697 40,657
North Carolina 86,632 208,480 330,329 - 4,067 9,786 15,506
North Dakota 7,735 18,798 29,860 233 566 900
Ohio 114,639 276,621 438,604 5,056 12,201 19,345
Oklahoma 33,569 82,177 130,785 1,077 2,636 4,195
Oregon 36,649 . 88,649 140,649 1,635 . 3,956 6,276
Penn- sylvania 122,627 295,230 467,832 5,394 12,986 20,578
Rhode Island 10,807 25,876 40,944 484 1,159 1,835
South Carolina 39,642 95,329 151,015 1,585 3,811 6,036
South Dakota 8,865 21,426 33,987 324 784 1,243
Tennessee 60,248 145,932 231,616 2,536 6,142 9,749
Texas 214,502 521,759 829,016 9,860 23,985 38,109
Utah 25,392 61,309 97,226 965 2,330 3,696
Vermont 7,248 17,410 27,572 249 598 948
Virginia 81,904 197,038 312,172 3,842 9,242 14,643
Washington 63,483 152,914 242,345 2,882 6,943 11,003]
West Virginia 15,175 36,925 58,676, 497 1,209 1,921
Wisconsin 58,465 141,404 224,344 2,500 6,047 9,594
Wyoming 5,670 14,095 22,521 185 459 733
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Based on Gaussian quadrature, where standard error=0.5*elasticity and
where nesting is imposed so that the lower-level Armington elasticity = V2
the upper-level Armington elasticity. Given the actual uncertainty surround-
ing GTAP trade elasticities, we have overestimated the confidence bounds.




Appendix B: Marginal Impact of Trade on Jobs and GSP:
Elasticities Analysis

The first two columns in Table B-1 at the end of this Appendix
B provide estimates of the marginal impact of trade on state-
level employment and gross state product (GSP). Technically,
the numbers in the table are elasticities. This means that they
measure the percentage change in employment (or GSP) associ-
ated with a 1 percent change in trade. The output and employ-
ment elasticities are defined as follows:

Output elasticity = %AGSP / %ATrade M

Employment elasticity = %AEmployment / %ATrade )

Columns 2 and 3 in Table B1 report the results. For total
US GSP across all states, the output elasticity is 0.026 (top row,
column 3). This means that a 10 percent drop in trade maps to a
10%%*0.026=0.26 percent drop in total state GSP. For a full clo-
sure of trade, the value is approximately 100%*0.026=2.6%.
From Table 6 of the main text, our exact estimate is 2.63%, ap-
proximated by the value implied by the elasticity in the Table
B-1. The same relationships hold with all values in Tables B-1,
B-2 and B-3. ‘

Similarly, for total US employment across all states, the
employment elasticity is 0.038 (top row, column 2). This im-
plies that a 10 percent increase (or reduction) in trade would
imply a 0.38 percent increase (or drop) in US jobs. |

The state-level impacts are interpreted in a similar fashion.
Thus, for California, a 1 percent increase in trade implies a
0.037 percent increase in state employment and a 0.027 percent
increase in state income. .

Columns 4 and 5 of Table B-1 focus on a different aspect
of the same issue. They also report elasticities. However, these
involve changes in state employment and GSP that result from a
1 percent increase in trade costs (the cost of delivering goods
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across the border, measured as a share of the price of goods and
services traded.) From the table, a 1 percent increase in the cost
of trade implies a 0.156 percent drop in US employment and a
0.103 percent drop in incomes at the state level. Choosing Cali-
fornia again as an example, this means that an increase in bor-
der costs equal to 1 percent (10 percent) of the price of traded
goods and services implies a 0.155 percent (1.55 percent) drop
in state employment in California and a 0.104 percent (1.04
percent) drop in state income. ‘

Table B-2 provides a state breakdown for employment by
broad sectors. The values in the table are again elasticities.
However, this time they are reported for primary, manufactur-
ing, and service sector employment linked to the level of trade
with Canada.

Finally, Table B-3 provides a breakdown for state-level
GSP by broad sectors.
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Table B-1: State Employment and GSP Elasticities: Trade
with Canada

% impact of 1% change in % impact of 1% change in
trade volumes cost of trade
jobs GSP jobs GSP
United States 0.038 0.026 -0.156 -0.103
Alabama 0.037 0.026 -0.154 -0.103
Alaska 0.041 0.017 -0.170 -0.062
Arizona 0.037 0.026 -0.152 -0.099
Arkansas 0.038 0.026 -0.156 -0.105
California 0.037 0.027 -0.155 -0.104
Colorado 0.037 0.026 -0.154 -0.096
Connecticut 0.038 0.028 -0.159 -0.109
Delaware 0.037 0.028 -0.155 -0.113
District of Columbia 0.047 0.024 -0.194 -0.086
Florida 0.037 0.026 -0.153 -0.097
Georgia 0.038 - 0.027 -0.156 -0.106
Hawaii 0.041 0.026 -0.169 -0.095
Idaho 0.036 0.026 -0.148 -0.099
Illinois 0.038 0.027 -0.157 -0.107
Indiana 0.037 0.028 -0.154 -0.115
lowa 0.037 0.027 -0.151 -0.110
Kansas 0.038 0.026 -0.155 -0.099
Kentucky 0.038 0.026 -0.154 -0.103
Louisiana 0.038 0.024 -0.159 -0.096
Maine 0.038 0.026 -0.155 -0.100
Maryland 0.039 0.026 -0.162 -0.099
Massachusetts 0.039 0.027 -0.161 -0.104
Michigan 0.037 0.027 -0.154 -0.106
Minnesota 0.038 0.027 -0.154 -0.105
Mississippi 0.038 0.026 -0.157 -0.100
Missouri 0.038 0.027 -0.155 -0.105
Montana 0.037 0.023 -0.152 -0.086
Nebraska 0.038 0.025 -0.156 -0.097
Nevada 0.036 0.028 -0.153 -0.103
New Hampshire 0.036 0.027 -0.150 -0.106
New Jersey 0.038 0.027 -0.159 -0.108
New Mexico 0.039 0.022 -0.160 -0.082
New York 0.040 0.027 -0.167 -0.105
North Carolina 0.038 0.028 -0.157 -0.113
North Dakota 0.037 0.023 -0.152 -0.089
Ohio 0.038 0.027 0.156 -0.108
Oklahoma 0.037 0.022 -0.152 -0.084
Oregon 0.037 0.027 0.152 -0.105
Penn- sylvania 0.038 0.026 0.159 -0.105
Rhode Island 0.039 0.026 -0.163 -0.103
South Carolina 0.037 0.027 -0.155 -0.107
South Dakota 0.037 0.025 0.152 -0.097
Tennessee 0.037 0.026 -0.154 -0.105
Texas 0.037 0.024 0.152 -0.095
Utah 0.038 0.026 -0.155 -0.099
Vermont 0.038 0.026 0.157 -0.100
Virginia 0.038 0.027 -0.160 -0.103
Washington 0.038 0.026 0.157 -0.100
West Virginia 0.038 0.023 0.156 -0.089
Wisconsin 0.037 0.027 0.153 -0.110
Wyoming 0.036 0.018 -0.149 -0.064

Note: all elasticities are significant at the 5% level, based on Gaussian quadrature
sensitivity analysis of estimates with respect to uncertainty about values of trade elasticities.
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Table B-2: Detailed State Employment Elasticities: Trade
with Canada

% impact of a 1% change in trade volumes on

employment
primary manufacturing services
United States 0.043 0.034 0.039
Alabama 0.050 0.034 0.038
Alaska 0.011 0.038 0.043
Arizona 0.028 0.032 0.037
Arkansas 0.061 0.035 0.040
California 0.036 0.034 0.038
Colorado 0.029 0.033 0.038
Connecticut 0.054 0.033 0.039
Delaware 0.066 0.036 0.038
District of Columbia 0.019 0.037 0.047
Florida 0.034 0.033 0.037
Georgia 0.054 0.035 0.038
Hawaii 0.069 0.037 0.041
Idaho 0.058 0.034 0.038
Illinois 0.070 0.034 0.039
Indiana 0.091 0.033 0.039
Iowa 0.155 0.034 0.039
Kansas 0.059 0.034 0.040
Kentucky 0.059 0.034 0.040
Louisiana 0.015 0.035 0.040
Maine 0.031 0.035 0.039
Maryland 0.047 0.035 0.039
Massachusetts 0.028 0.033 0.039
Michigan 0.060 -0.032 0.038
Minnesota 0.109 0.034 0.039
Mississippi 0.052 0.033 0.040
Missouri 0.128 0.034 0.039
Montana 0.048 0.034 0.039
Nebraska 0.125 0.035 0.040
Nevada 0.009 0.033 0.037
New Hampshire 0.038 0.032 0.037
New Jersey 0.050 0.036 0.039
New Mexico 0.022 0.033 0.040
New York 0.047 0.034 0.041
North Carolina 0.061 0.035 0.039
North Dakota 0.088 0.033 0.040
Ohio . 0.066 0.033 0.039
Oklahoma 0.029 0.033 0.040
Oregon 0.053 0.033 0.039
Pennsylvania 0.043 0.034 0.039
Rhode Island 0.025 0.033 0.040
South Carolina 0.057 0.035 0.038
South Dakota _0.147 0.033 0.039
Tennessee 0.130 0.034 0.039
Texas 0.022 0.034 0.038
Utah 0.035 0.033 0.039
Vermont 0.056 0.033 0.039
Virginia 0.056 . 0.034 0.039
Washington 0.044 0.033 0.039
West Virginia 0.015 0.034 0.040
Wisconsin 0.119 0.034 0.039
Wyoming 0.010 0.034 0.040
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Table B-3: Detailed GSP Elasticities: Trade with Canada

% impact of a 1% change in trade volumes o
GSP
primary manufacturing services
United States 0.004 0.020 0.025
Alabama 0.005] 0.020 0.024]
Alaska 0.000, 0.020 0.023]
Arizona 0.005| 0.020 0.025]
Arkansas 0.007, 0.020, 0.024]
California 0.007| 0.020, 0.026]
Colorado 0.002 0.020; 0.026]
Connecticut 0.008] 0.020 0.026]
Delaware 0.010 0.020 0.027]
District of Columbia 0.005 0.020 0.023]
Florida 0.009 0.020 0.025]
Georgia 0.007| 0.020 0.025]
Hawaii 0.009| 0.020 0.025]
Idaho 0.009 0.020, 0.025|
Illinois 0.006) 0.020 0.025
Indiana 0.006) 0.020 0.024
Iowa 0.009, 0.020 0.024]
Kansas 0.006) 0.020 0.024]
Kentucky 0.004] 0.020 0.023]
Louisiana 0.001 0.020, 0.024
Maine 0.010 0.020] 0.024]
Maryland 0.007] 0.020 0.025
Massachusetts 0.008 0.020 0.025]
Michigan 0.007, 0.020 0.025
Minnesota 0.008; 0.020 0.025]
Mississippi 0.005] 0.020| 0.024
Missouri 0.007, 0.020 0.025
Montana 0.005] 0.020] 0.024
Nebraska 0.010 0.020 0.024
Nevada 0.001 0.020 0.028
New Hampshire 0.008] 0.020 0.026]
New Jersey 0.007 0.020 0.026
New Mexico 0.001 0.020 0.024
New York 0.007| 0.020] 0.026}
North Carolina 0.009 0.020] 0.025)
North Dakota 0.006} 0.020 0.024]
Ohio 0.005 0.020, 0.024
Oklahoma 0.001] 0.020 0.024]
Oregon 0.010, 0.020; '0.025
Pennsylvania 0.004] 0.020] 0.024
Rhode Island 0.008 0.020 0.025
South Carolina 0.008 0.020 0.024
South Dakota 0.009) 0.020 0.025
Tennessee 0.007 0.020 0.024
Texas 0.001 0.020 0.025
Utah 0.002] 0.020 0.025
Vermont 0.008 0.020 0.024
Virginia 0.005 0.020 0.025
Washington 0.010 0.020 0.023)
West Virginia 0.001 0.020 0.023
Wisconsin 0.009] 0.020 0.024
Wyoming 0.000 0.020 0.025
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The Canadian Automotive Market

Johannes Van Biesebroeck”

Executive summary

The automotive sector is Canada’s largest manufacturing sector,
accounting for 12% of its manufacturing GDP and 25% of its
manufacturing trade. The principal objective of this study is to
calculate the impact of changes in Canada’s trade policy on the
automotive sector. The study is organized in five sections: the
first identifies current and future trends in the industry; the second
contains an econometric model to analyse the market effects of
four trade policy scenarios on automobile production; the third
identifies the impact of trade policy on foreign direct invest-
ment; the fourth contains an analysis of the market effects of
trade policy changes on the aftermarket auto parts sector; and
the last section of the study discusses the future direction of the
automotive industry.

Current and Future Trends in the Industry

Despite record sales in North America over the past few years,
the long-term trend for the automotive industry is weighted to-
wards higher growth rates in less developed economies,
particularly China, Korea, Mexico, Brazil, India and Thailand.
While global production increaseéd by a factor of six between
1950 and 2004, combined production in Canada and the United
States less than doubled over the same time period. Even though
Canadian exports of finished vehicles remain very strong, a

’ University of Toronto. This paper is an independent study commis-
sioned by the Government of Canada regardinglthe impact of changes
in Canada’s trade policy on the automotive sector. It was published online
October 20, 2006 at hitp://www.dfait-maeci.gc.ca/tna-nac/RB/cam-en.asp.
The views expressed in this study are those of the author only. They do not
necessarily reflect those of the Government of Canada and may not be
attributed to it. '
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concern is the reliance on the U.S. market. From a policy per-
spective, there is little Canada can do about this. The export
potential for vehicles produced in Canada is effectively driven
by the type of vehicles foreign-owned manufacturers decide to
produce in their Canadian assembly plants.

The larger growth area for the Canadian automotive indus-
try in recent decades has been in parts and components which,
by 2002, had reached 66% of total automotive employment, up
from 55% in 1991. Exports of automotive parts, while also very
concentrated on the United States, are slightly more diversified
than is the case for vehicles.

Market Analysis: Automobile Production
The Model

The econometric analysis of the impact of trade policy on the
vehicle assembly sector was conducted in three steps. First, a
nested logit model was used to estimate demand at the vehicle
level based on seven nests. This model selection results in
higher elasticities of substitution between models in the same
segment than across segments. Second, the demand model was
used to calculate a number of quantities that influence the effect
of policy changes including: (i) own and cross-price elasticities
for each model with respect to all other models in the market;
(i) unobserved vehicle quality, from the point of view of the
consumer; and (iii) the marginal costs for each vehicle that are
consistent with the estimated price elasticities of demand and
the observed prices. To calculate the elasticities and marginal
costs, it is assumed that firms are playing a Bertrand price-setting
game (i.e., a specific form of game theory) in differentiated prod-
ucts. Third, using the estimated demand parameters, price-
elasticities and marginal costs, simulations of market equilibrium
are conducted to examine the impact of elimination of Canada’s
6.1% import tariff on non-NAFTA vehicles.

There are four trade policy changes simulated using this
model: (i) an FTA with South Korea; (ii) an FTA with Japan,
(iii) an FTA with the European Union (E.U.); and (iv) unilateral
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abolition of the Canadian tariff on imported vehicles. An FTA is
assumed to include the elimination of tariffs on imports from
the partner country. '

An FTA with Korea: The results of the model’s application to
elimination of tariffs with Korea is a decrease in average prices,
an increase in average mark-ups for Korean firms and a slight
decrease for foreign firms, and an increase in aggregate vehicle
sales. In the end, Korean imports are estimated to increase by
9.72%, while all other foreign suppliers lose. As well, produc-
tion in Canada declines by 0.53%.

An FTA with Japan: While the analysis of an FTA with Japan is
similar to that of an FTA with Korea, one notable difference is
that, due to compositional effects, i.e., sales shifting upmarket
as prices decrease, the average sales-weighted Japanese price
ends up higher with an FTA. Another is that the largest effect of
this FTA would be a 3.14% decrease in imports from the E.U.
because they compete with Japan-made cars in all luxury seg-
ments. In the end, Japanese imports are estimated to increase
by 15.11%, while production in Canada falls by 0.94%.

An FTA with the E.U.: Due to the higher demand elasticities of
the median European car in every segment, an FTA with the
E.U. brings even stronger compositional effects than an FTA
with Japan. In this scenario, the average price is estimated to
increase as the generally expensive European vehicles gain
market share. The increase in imports from the E.U. is esti-
mated at 28.32%, while Canadian production is estimated to
decrease by 0.74%.

Unilateral Tariff Elimination: Under unilateral tariff elimination
by Canada, Canadian production is estimated to decline by
8,668 units annually (2.16%). While this is not nearly enough to
noticeably impact assembly plant capacity decisions, no doubt
employment would be affected, including in supplier plants,
and some workers would face transition costs. In addition, while
Korea, Japan and the E.U. all benefit under this scenario, the
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import gains go disproportionately to the E.U., which sees its
imports increase by almost 24.53% versus only 7.68% for Korea.

As demonstrated in the following table, there are increases
in consumer surplus that would accrue in each of the above
scenarios. However, overall domestic welfare is estimated to
decrease marginally in each case. This is mainly due to the large
decreases in government tariff revenues.

FTA with: Unilateral

Korea Japan E.U. Tariff
Elimination
Aggregate effects on:
Price (average) -0.35% -0.27% 0.95% 0.30%
Demand _ 0.25% 0.53% 0.45% 1.22%
Canadian production1 -0.53% -094%  -0.74% -2.16%
Imports 0.52% 1.04% 0.86% 2.37%
Consumer surplus 0.28% 0.60% 0.51% 1.37%
Tariff revenue -21.83% -44.84% -36.62% -100.00%
Domestic welfare -0.04% -0.04%  -0.02% -0.08%

T refers only to Canadian production of vehicles sold in Canada
Foreign Direct Investment

While a tariff on final vehicle imports provides incentives for
foreign firms to establish local production capacity to avoid the
tariff, current tariff levels are sufficiently low and the overca-
pacity in the market sufficiently large such that no significant
investment impact would be expected from any of the scenarios
analysed in section two. In addition, the probability that any firm
will expand assembly capacity in North America beyond the cur-
rently announced plans is relatively small. In terms of potential
expansion of Canadian exports of finished vehicles, this is also
small. Large export volumes from Canada to the rest of the world
also seems an unlikely proposition, in part due to likely increases
in exports from low wage countries, only a marginal phenome-
non for the moment.
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Market Analysis: Aftermarket Auto Parts

In order to assess the impact of trade policy changes on the
more diverse parts and components sector, a number of meth-
odologies are used to estimate demand and supply elasticities.
Simulations are then conducted to examine the impact on
Canadian exports in the event of FTAs with China, South Korea
and the E.U. The estimated changes in Canadian exports of
automotive parts range from 10.4% to 22.2% for an FTA with
China; 8.4% to 11.6% for an FTA with South Korea; and
3.4% to 7.9% for an FTA with the E.U. in view of the fact that
current trade protection for the parts sector in Canada is very
low. If giving up the limited protection that exists would result
in lower overseas trade barriers (which tend to be higher), the
net effect would likely be positive.

Future Directions and Concluding Comments

There are many factors that are likely to affect the future direc-
tion of the automotive industry in Canada, including: the types
of fuels that cars will be using; whether current trends towards
keeping manufacturing close to the location of the final cus-
tomer remain constant; future sales volumes in North America;
the location of research and development; and government
policy. However, among the limited areas where government
intervention may have an effect on the automotive sector,
intervention in the area of trade policy is likely to have a more
limited net effect on welfare than alternatives such as invest-
ment, research and development, and infrastructure support.

The study concludes that changes to Canada's trade policy
would have a minimal net impact on Canada as a whole. In par-
ticular, while elimination of Canada’s automotive tariff may
have a modest impact on Canadian production, these losses are
expected to be offset by consumer gains. |







Table of Contents

1 Current and future trends..............oooveovevvevevreooo 195
1.1 Canada’s automobile industry ..................co.oooooooooo.. 195
1.1.1 Current Situation ................oooevveveveneo. . R 195
1.1.2 Future outlook ..............oeeeeeemomeermeeeooe 203
1.2 Vertical organization of the industry......................... 208
1.2.1 Current impact..............ceoueeeeeeeeereererereoo 208
1.2.2 Future impact.................ooeeeveemeemereremoron, 209
1.2.3 Canada’s pOSItion ..............oeeeveeevemmoeoooooio 211
1.3 Flexible production.................coeeeeeveeverorioeooon] 215
1.3.1 Current impact.............c.c.oeeemmemmereeoeooo 215
1.3.2 Future impact..............cc.ceveeeeeeeeermeeeemoo. 217
1.3.3 Canada’s position ...............ceevevuerereeveeoenn. 218
1.4 Stock of VehiCles.........oouvuewveereeereeeoeeo 218
1.4.1 Current impact ...............c.eeeveveeeoreeeeeeosoon. 218
1.4.2 Future impact..............cooceeveeeemeeeereserero 221
1.4.3 Canada’s position ................eoeeeeeremerereoeon 223
1.5 New technologies .............c.ccweeeevmeeemeoeoo, 224
1.5.1 Current impact.............ooeuu.......... et 224
1.5.2 Future impact............c.oveevuveeeeeeeeeneeeeo 225
1.5.3 Canada’s position ................ocoemveermerorooen, 226
2 Market analysis: automobiles and light trucks
(with Frank Verboven) ..............ooovvomemeoescooeo, 230
2.1 Specifying a model of demand..................ooooovoooooo. 233
2.2 Estimating the demand model ......................oooooooo... 236
2.3 Calculating unobserved variables............................. 241
2.4 Simulating trade policy changes..................ccoo.oo...... 247
2:4.1 The baseline case: 2005 Canadian
automobile market............c.ooueeeeeneeeriennnn 249
2.4.2 FTA with South Korea ..........cocoveereeeeerern. 253
243 FTA with Japan ..........c.cooeeeveeeereeeeeeesn, 258
244FTAWIth EU. oo 260
2.4.5 Unilateral elimination of the ,
Canadian import tariff ..............ccouvvererereennnnn 263
2.5 REfICNCES ....cuoverereeretceeeeee e, 266

193




3 Impact on FDI in assembly plants ........ccooueercecmscnsiicnnnns 269

3.1 New capacity additions in North America ................ 270
3.2 Sensitivity of investment in vehicle assembly
to Canadian tariffs .......ccccovevinienimienneneniee 274
3.3 New capacity additions: Canada versus the U.S.
OF MEXICOeenieeeierrenrereernerressisseenresnsseesessessasnanassasees 276
3.4 Net benefit of a new vehicle assembly plant
to the Canadian ECONOMLY ......cceerrrreesruesaeesssisrienasaans 279
3.5 Higher investment in Canada ........c.ooeevevcercmsiinnns 282
Market analysis: aftermarket COMPONENtS.......ocveveucerncnes 285
4.1 Aftermarket PArtS......cccoveermemreescereciiumnnniinsssessnsisiinnes 285
4.2 Parts manufacturing (NAICS 3363) .....ococevirunnnnnene 293
4.3 Threats and OPPOTTUNILIES ....cecvreereescsuinmrnmsnnasiaenenses 295
4.3.1 TRICALS c.eeoveeeveereereeeeeereesiesnesesneeecsssansnnesnsns 295
4.3.2 OPPOTLUNILIES ..vovvevrerereerrecnsiriiinisiescssnssasasens 298
4.4 TnAUSETY STIUCLUTE ....voveveurericarscesirnnneinsnsssscscasiissnenns 299
A4 BXIt eoeeeeeeeieeieeseeseeseeseessesssessesssessesseessissssananaasaes 299
4.4.2 CONCENLIAtION ...uvevcverveiniirrerreeeesasisnnsennasanene 302
4.5 Import demand and eXport SUPPLY ......coeveeeiseiceennnns 305
4.5.1 BlaStiCItIES. .uveererreereeeeeerumessenraseesucesssssssnnsnesaes 305
4.5.2 Export potential .......coveeviiinimviimnsisieiicninns 314
4.5.3 Tmport COMPELItION ...cuceruurirnireiiiniiiccsisasnnes 321
4.6 Pricing-to-market........ccoceveeiiunmiininmnininccninnniniees 322
Future direction of the industry .......cooeeereiiiinininninesns 325
5.1 FUture dir€CHON ....ovueeeeeeererniiresrnnteeneeseeienansnasnsenses 325
511 FUELcveeeeeieeieeeieeeereseeseenersee s ssn s 325
5.1.2 Assembly [0CatION ...cueuriirenenciiiinerininceeeenes 327
5.1.3 VOIUINE eveerenviereenrerneeneenesaeermsssasseesnesssssnsssasseens 330
5.2 High-value production in Canada..........ceccveueueceeens: 331
5.3 POLCY cecvevenemcrerscacmrnrmnsiessesscessisssn st 335
5.4 CONCIUSION ..eveevirereeeeeseesessesnensasessessessssessananssnesss 339

194




1. Current and future trends

This section analyzes and documents current trends in global pro-
duction and trade in the auto industry, examines Canada’s position
(competitiveness and technology leadership) in the global and
North American auto markets, and identifies emerging trends and
issues in the industry that require policy-makers’ attention.

1.1 Canada’s automobile industry
1.1.1  Current situation

Even though the automotive industry in North America is going
from one bumper sales year to the next, the long-term trend for
the industry is weighted towards higher growth rates in less de-
veloped economies. Figure 1A plots the cumulative global
production of cars and light trucks, split by region. While global
production increased by a factor of six between 1950 and 2004,
combined production in Canada and the United States less than
doubled over the same time period: average production between
1990 and 2000 was approximately 50% higher than between
1950 and 1960. In 2004, the last year of data in Figure 1.1A,
production in Canada and the United States stood at 14.7 mil-
lion vehicles, approximately the same as the average for the
latter half of the 1990s and approximately equal to the com-
bined output of all non-traditional producers (the rest of the
world minus North America, Europe, and Japan).

The same production statistics for each region are plotted in
Figure 1.1B as a fraction of global output. The declining rela-
tive importance of Canada and the United States is put in stark
perspective. While these two countries accounted for almost
80% of world output in 1950, this declined to 24% in 1980. The
subsequent establishment of North American assembly plants
by foreign producers stabilized, even increased slightly for a
while, the North American share of world output, which cur-
rently stands at 23%".

' Note that the higher average value of vehicles produced in North
America gives the region a higher relative weight in value terms.
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Figure 1.1A: Light vehicle production bv region (million vehicles)
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Figure 1.1B: Light vehicle production by region
(fraction of worldwide total)
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Figure 1.1C: Light vehicle production by non-traditional producers
(countries)
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In the first 15 years after World War 11, the fastest growth
took place in Europe, which quickly doubled its share in world
production. Subsequently, its relative importance declined
somewhat, but the decline was cushioned by the more recent
rise of Eastern Europe as a lower-cost manufacturing base.

Over the next 20 years, from 1965 to 1985, Japan increased
its share of world production of light vehicles from 3% to 29%.
In contrast with the North American and European experience,
Japan’s production increase was largely export driven. Import
tariffs and quotas in Europe and voluntary export restrictions in
the United States led Japanese producers to open up assembly
plants in all their major export markets, lowering the share of
Japan in world production to approximately 17% recently. The
spectacular appreciation of the yen was an additional incentive
for Japanese firms to establish production capacity overseas.

Finally, in the last seventeen years, most of the output
growth was in non-traditional car producing countries. While
the first three regions saw their combined output fluctuate
between 42 and 46 million vehicles with no noticeable trend,
production in the rest of the world increased from 2.9 million
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vehicles in 1985 to 17.8m in 2004. This represents a six-fold
increase in output over 19 years or a sustained annual growth
rate of more than 10%. As a result, these countries produced
more than one quarter of all vehicles worldwide in 2004, and
this fraction has increased further in the last two years. To illus-
trate the importance of the output increase in these countries,
Figure 1.1C plots their production level in logarithms (left
scale) and their share in world output (right scale) over the last
39 years. Output growth in these countries has been remarkably
constant at a very high level. All indications are that this trend
will continue in the near future.

The composition of the group of “other countries” is illus-
trated in Figure 1.2, where the percentages indicate the share of
production of each country in the group in 2004. The six most
important producers are China, South Korea, Mexico, Brazil,
India, and Thailand. In the last 3 years, the importance of China,
and to lesser extent India, has increased further. Smaller pro-
ducers are all countries producing less than 350,000 vehicles
per year. One notable fact is that net exporters dominate the
group of “other countries™. All of the six countries depicted
have higher production than domestic sales. Among the smaller
producers, only Argentina is an important net exporter.
Furthermore, with the exception of Brazil, the largest producers
are also the countries with the fastest output growth. Given the
high scale economies in vehicle production, it is no surprise that
production is relatively concentrated even among emerging
countries.

Focusing on the North American market, total sales in 2002
stood just under 20 million vehicles, at 19,487,556. The origin
of the vehicles is depicted in Figure 1.3. While the United States
accounts for almost 87% of North American sales, only 61% of
vehicles are produced in that country. Foreign imports are the
second most important source and Canadian production is
slightly lower. Mexican production is the least important
source, accounting for less than 8% of North American sales,
but is growing rapidly. Almost half of all vehicles assembled in
Mexico are exported and this fraction is increasing.
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Figure 1.3: Origin of vehicles sold in North America (2004)
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The evolution of international trade on the North American
content is also instructive. As a region, North America is run-
ning a trade deficit in vehicles that is relatively stable over time.
In Figure 1.4, this is depicted by the white line. From 1972 to
2002, imports of finished vehicles fluctuated between 4.6 mil-
lion units (in 1986) to a low of 1.1 million (in 1995). Net
imports as a fraction of sales fluctuated between 10% and 20%
in most years. North American exports are relatively unimpor-
tant and fluctuations in imports determine the trade balance
almost completely. Imports started to decline in the mid-1980s
when foreign producers opened their first assembly plants on
the continent. In 1982, the year Honda opened its first U.S.
plant, 27% of all vehicles sold in North America were imported.
This declined to a mere 6.9% in 1995, after which it started to
increase again, in line with the rising U.S. trade deficit for the
entire economy.

The pattern for the continent as a whole is driven by the
United States, which runs an even larger deficit than the region.
In Figure 1.4, the blue line for the United States lies everywhere
below the white line for North America. The mirror image is
trade surpluses by Canada and Mexico. After the establishment
of the Autopact in 1965, the Canadian industry integrated com-
pletely with the U.S. industry. Between 1972 and 1988, the
trade surplus fluctuated between 7% and 43% of Canadian
sales, which corresponds to an average net export of 320,000
vehicles, the vast majority to the United States. After the estab-
lishment of the Free Trade Agreement with the United States (in
1988) Canadian exports surged, even surpassing domestic sales
in 1995 with the expansions of the Honda and Toyota plants
coming on steam. Since then, Canadian exports have returned
to normal levels, which are still 50% of domestic sales or almost
1 million vehicles. .

Closures of assembly facilities in Bromont by Hyundai
(1993), in Halifax by Volvo (1998), in Ste. Therese by General
Motors (2002), the Pilette Road plant in Windsor by Daimler-
Chrysler (2003), and the Ontario Truck plant in Oakville by
Ford (2004) reduced Canadian production subsequently. The
recently announced closure of the Oshawa 2 plant (2007) and
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the elimination of the third shift in the Oshawa 1 plant (2006),
both by General Motors, will reduce production capacity more
than the newly announced assembly plant that Toyota will build
in Woodstock (2007). However, it should be noted that in-
creased production at existing plants is likely to lead to stable
production levels, as forecasted by CSM.

Figure 1.4: Net trade in light vehicles for North America and individual
countries — (production-sales)/sales I

200%

50%

net trade (% of sales)

-50%

Source: Own calculations based on Ward’s Automotive Yearbook (various
years) and Ward’s World Motor Vehicle Data Book (2005)

Mexico has done particularly well, even before the North
American Free Trade Agreement took effect in 1996. Its exports
grew from less than half a million vehicles when NAFTA was
negotiated to over one million vehicles by 2000. This export
growth is in sharp contrast with domestic sales which collapsed
in 1995-96 (hence the sharp increase in Figure 4), but which
have returned to the trend growth path since. Mexican sales in-
creased by 5% per year on average over the last 25 years, only
slowing to 3.6% in the last 10 years.

While the Canadian automotive industry has performed
well in terms of final vehicle production, the” growth rate in
components has been even more remarkable. This shows up
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most clearly in the employment figures for the final assembly
sector versus the parts and components sector. Table 1.1 has the
employment numbers for the two sub-sectors in 1991 and 2002.
The employment share of parts and components in the automo-
tive total grew from 55% in 1991 to 66% in 2002. In Section
1.2, on the vertical organization of the industry, we will discuss
the parts sector in greater detail.

Table 1.1: Manufacturing employment in the Canadian automobile
industry

'Employment
1991 2002
Vehicle assembly “ 53300 51,000
Parts and Components 65,400 98,100

Source: Induétry Canada

Thus far we have discussed the Canadian automobile indus-
try by itself and in relation to the rest of the worldwide
automotive industry. It is worthwhile to stress its importance for
Canadian manufacturing. Industry Canada estimates that the
entire industry employs more than half a million- employees n
Canada: 171,002 people in automotive assembly and compo-
nent manufacturing, and another 333,529 in distribution and
aftermarket sales and service. Manufacturing is clustered in cen-
tral Canada, in the heart of the North American auto industry,
while distribution is spread across the country. It is Canada’s
largest manufacturing sector, accounting for 12% of the sector’s
GDP and 25% of manufacturing trade®. In 2003, Canada had an
overall automotive trade surplus of $4.6 billion on flows total-
ling $159.1 billion. Total industry shipments stood at $69.3
billion in vehicles and $31.4 billion in parts in 2003. Produc-
tion, especially in the final assembly sector, but to a lesser
extent also in parts, is concentrated in South-western Ontario.

? Industry Canada, Canada’s Automotive Industry 2004,
http://strategis.ic.gc.ca/enic/intcmet/inauto.-auto.nsf/en/amo17220.html
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1.1.2  Future outlook

Even though Canadian exports of finished vehicles are very
strong, a concern is the reliance on the U.S. market. Figure 1.5
illustrates that the vast majority of Canadian vehicle exports
(HS code 8703) are destined for the United States. The graph on
the left illustrates how dominant the U.S. market is, accounting
for more than 98% of Canadian exports. Imports, on the other
hands, are less concentrated as Japanese, Korean, and Mexican
imports have grown from 26% in 1998 to almost 40% in 2004.
The graph on the right illustrates the same export numbers,
normalizing the 1998 levels to 1. Exports to other countries, the
white line, increased noticeably, although from a very low base.

From a policy perspective, there is little Canada can do
about this. The export potential for vehicles produced in Canada
is entirely driven by the type of vehicles the (foreign-owned)
producers decide to allocate to their Canadian assembly plants.
In this respect, it is very encouraging that several Canadian
plants have received the world mandate for the vehicle(s) they
are assembling, meaning that no other plant produces the same
vehicle.

Exports of automotive parts (HS code 8708), while also
very concentrated on the United States, tend to be slightly more
diversified. Throughout the 1998-2004 period, the share of
Canadian parts exports going to the United States was constant
around 91%. Total parts exports grew substantially over this
period and exports to other countries outpaced U.S.-bound ex-
ports (see the right graph in Figure 1.6).

In 2004, exports of parts to non-U.S. destinations were
worth US$896 million, almost twice the value of vehicle exports
outside the United States. Moreover, while Canada had a large
and growing trade deficit in vehicles with the rest of the world
(excluding the United States), its trade deficit in parts declined
from US$1,090m in 1998 to US$800m in 2003, although it
recently jumped back up to $1,028m (in 2004).

Even for parts, the United States is by far the most important
partner and the concentration of Canadian exports is increasing
over time. Table 1.2 indicates that, even though the share of parts
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exported to the U.S. declined only marginally from 92.5% in
1993 to 91.6% in 2004, the share of the other important export
destinations increased noticeably. The five most important export
destinations now account for 99.2% of Canadian parts exports.
The increase is most visible for exports going to, other countries
(excluding the U.S.). Compared with the production statistics in
Section 1.1.1, Canadian parts exports are clearly more concen-
trated than worldwide production. In particular, exports to
Europe and Japan are much lower than expected.

The ongoing FTA negotiations with Korea could result in a
more favourable import regime for Canadian parts and vehicles
and increase Canadian exports to that part of the world. The
recently started trade talks with Japan would work towards the
same goal in Japan and the Free Trade Area of the Americas
could increase Canadian exports to Latin America as well.
Given the low level of trade protection, at least in terms of im-
port tariffs, only moderate effects are expected from these
initiatives. The concentration in the industry means that indi-
vidual firm decisions are likely to determine the trade flows and
balances. For example, as long as GM was exporting body pan-
els to its Buick plant in China, Canada was running a large trade
surplus with China. The end of these exports in 2004 instantly
almost halved Canada’s exports to China’. In terms of trade
policies, all changes are in the right direction, we just expect
them to be of second-order importance.

3 The Asia Pacific Foundation of Canada, (2005) “The East Asian
Automobile Industry: Opportunity or Threat?”
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Figure 1.5: Canadian exports of finished vehicles
(billion USS left, 1998=1 right)

1998 199 200 01 AR AB  AK
Billion US$

Source: U.N. Comtrade data set (online)

Figure 1.6: Canadian exports of autonwtive parts and components
(USS Jeft, 1998=1 right)
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Source: U.N. Comtrade data set (online)
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Table 1.2: Origin and destination of trade in parts and components

Source: U.N. Comtrade data set (online)

(fractmn of total)
: Imports . ~ Exports -
”' 1'993” 2003 1993 2003
USA 0.857 0875 - USA 0.925 0916
f Share of trade excludmg the U S e Share of trade excludmg the U. S
Japan 0451 0427  China 0.196 0.562
Mexico 0.300 0.257 Mexico 0.208 0.213
E.U. 0.177 0.165 EU. 0.119 0.092
China 0.002 0.054 Japan 0.085 0.039
Latin
Korea 0.033 0.030 America 0.060 0.037
Latin
America 0.018 0.026 Australia 0.194 0.019
Eastern Eastern
Europe 0.001 0.012 Europe 0.022 0.015
India 0.001 0.007 -Other Asia 0.022 0.007
Australia 0.014 0.006 Korea 0.005 0.004
Thailand 0.001 0.006 Thailand 0.000 0.002
Other Asia 0.000 0.005 India 0.001 0.000
Rest of Rest of
the world 0.007 0.041 the world 0.090 0.009
|
Top 5 Top 5
(overall) 0.994 0.988 (overall) 0.979 0.992
Top 4 Top 4
(non-US) 0.961 0.903 (non-US) 0.717 0.906
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Mexico, the second most important trading partner for
Canada in 1993, is now surpassed by China, where more than
half of all Canadian (non-US) parts exports were heading in
2003. The large increase of exports to China, where the domes-
tic automotive industry is expanding rapidly, seems particularly
vulnerable. For example, Magna International, by far the most
important Canadian parts exporter, is increasing its production
capacity in Asia. These trends are already reflected in the huge
relative fall-off of Australia and the rest of Asia as an export
destination for Canadian parts. In contrast, the most rapidly
increasing assembly regions of the world, except for China, i.e.
Eastern Europe, Korea, Thailand, and India, are not yet impor-
tant trading partners for Canada.

On the import side, on the other hand, the growth of the
automobile industry in developing countries is already making a
small impact. The share of Canada’s part imports coming from
the top 4 countries (excluding the U.S.) decreased from 96.1%
to 90.3%. The countries with growing automobile industries
figure prominently. China, Eastern Europe, India, and Thailand
all post enormous increases, albeit from a low base.

Finally, we take a look at the 10 most important (6 digit
HS) products in Canada’s exports; Table 1.3 has the list. These
account for 93.4% of Canadian parts exports in 2003. The share
of the United States is again extremely high and for most products
the U.S. import growth is rather high. The right-most columns
indicate the export growth of Mexico and China in each of the
ten parts. The export levels for each of these parts are relatively
low in these countries, but the growth rates are extremely high.
Importantly, they tend to be much higher than the growth rate of
U.S. import demand.

For the Canadian industry it is extremely important to con-
tinuously find new products where it can establish a comparative
advantage. For example, in 1998 U.S. imports of “fittings” and
“electric lighting” were negligible and currently all Canadian
exports of these two products go to the U.S. In 2003, these two
products combined accounted for more than 18% of Canadian
parts exports to the U.S.
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Table 1.3: The 10 most important Canadian automotive component

exports in 2003

: Ezgpbi‘t grb‘vﬁh of

i Mexlckq’ China
Gy

(excluding v

nee) xport L 4s3%) ¥307%')51
Brkesystem 0252 096 % 20m%
Bumpers 0.165 096 158% 121%
Fittings 0136 1.00 ‘ 74% 1%
Wheels 0126 091 79% 157% 554%
Mufflers 0069 099 79% 281% 1835%
Safety glass 0048 087 23% -6% 225%
Electric lighting 0046  1.00 199% 264%
Shock absorbers 0036 089  20% 1090%  3066%
Safety belts 0033 073 -44% 14% 4848%

Seats 0.023 0.99 -99.7% - 301% 2401%

Source: U.N. Comtrade data set (online)

1.2 Vertical organization of the industry

1.2.1 Current impact

Until the 1960s, the two major firms in the North American
industry, GM and Ford, were highly vertically integrated.
Chrysler outsourced a larger fraction of its component inputs.
The establishment of Japanese-owned assembly plants on the
continent, starting in 1982, reversed the trend and independently
owned suppliers flourished. Managing a supply chain of several
thousand firms proved to be exceedingly complicated and
over the last 15 years the industry organized into a tiered supplier
network. The final vehicle producers——OEMS‘—would out-
source major components or subassemblies to Tier 1 suppliers,
which in turn outsourced several of the components to Tier 2
suppliers, and so on. As a result, the OEMs dramatically re-
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duced the number of suppliers they had to deal with directly,
without giving up the benefits of specialization. ‘

1.2.2  Future impact

In recent years this arrangement has started to change again. It

is too early to know whether these trends will radically change

the organization of the industry, but the following five issues

have received a lot of attention recently:

= Suppliers are increasingly involved in the design and devel-
opment of the parts they produce. One of the main benefits is
‘to cut development time. While twenty years ago, a model had
an average product life of 7 years, the main Japanese produc-
ers now introduce new versions of the majority of models in
their lineup every 4 years. Hyundai is even trying to achieve
the same feat every three years. To facilitate this rapid product
turnover, R&D is pushed upstream. In 2003, Andrew Brown,
Delphi’s executive director of engineering, claimed his com-
pany was spending US$2 billion in R&D and engineering
worldwide, almost 8% of sales: “Most innovations in safety,
emissions, and entertainment come from Tier 1 suppliers.” In
a 2002 study prepared for Accenture by the Center of Auto-
motive Research (CAR) in Michigan, the share of components
in the total value generated in the U.S. automobile industry
was estimated at 58.3% for 1990, against 24.5% of the value
generated by the vehicle producers. This declined to 56% in
2000, but is expected to increase to 63-65% by 2010.

* Cost control by OEMs is increasingly focused on streamlining

the supply chain. The process of outsourcing entire modules to
Tier 1 suppliers and delegating responsibility for the design and
subcontracting has probably gone furthest in interiors and seats.
Lear, Johnson Controls, and Intier dominate that industry and
handle the design of complete vehicle interiors. Recently, GM
announced that it would take more-control over its interiors
and work directly with smaller suppliers. GM believes it can
more effectively control costs and quality by bringing more
work in-house. This initiative is just one facet of wide-ranging
cost cutting programs in purchasing that all the major auto-

209



makers have engaged in. GM has just finished a three year
program aiming to cut its component costs by 20%. Given that
the company’s purchasing bill runs at US$86 billion annually,
savings can potentially be huge. An important new addition to
the program is that in the next two years GM will require all
its 250 largest suppliers to have offshore manufacturing capa-
bilities. This is in addition to any price target.

While assemblers are bringing some tasks back in-house, at
the same time the role of Tier 1 suppliers is increasing in some
vehicle programs. For niche vehicles or low-volume cars the
entire assembly is sometimes turned over to an outside con-
tractor. This practice allows OEMs to assemble vehicles
locally without large capital investments or to increase pro-
duction capacity when their own assembly plants cannot
satisfy demand for an unexpectedly successful model. In addi-
tion, suppliers are sometimes in charge of building a
convertible or stretched vehicle from an existing sedan or add-
ing four-wheel drive. Magna Steyr is a prime example of such
a “Tier 0.5 supplier” strategy, with an increasing focus on as-
sembly. Currently it produces the Mercedes-Benz G-class,
Jeep Grand Cherokee, and the Chrysler 300C in Europe for
DaimlerChrysler and it is the sole assembler for the BMW X3.
In the past it also developed and produced convertibles, four-
wheel drive, and stretched vehicles for Saab, Volkswagen,
Audi, and Mercedes-Benz and it is currently designing the
new Stillo for Fiat. Karmann in Europe and ASC in North
America are other firms with expertise in this area.

An alternative to outsourcing the assembly entirely is to bring
modulization to the assembly plant. An important trend, espe-
cially in Burope and Latin America, is the factory-within-a-
factory cooperation between OEMs and suppliers. Within the
Nissan assembly plant in Sunderland (U.K.), Karmann installs
the folding hardtop roofs on the Micra. Starting in 2006, when
the new compact minivan will be introduced, Magna Kansei
will install its own cockpit modules and Calsonic Kansei the
front-end modules, again operating within the Nissan plant.
Similarly, Kuka Group will run the paint, body, and chassis op-
erations of the new Daimler- Chrysler Toledo (OH) assembly
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- plant, which will open in 2006 and produce the Jeep Wrangler.
‘Kuka and three other suppliers are investing US$300 million in
the new plant. Other important projects are DaimlerChrysler’s
Smart plant in France, its Campo Largo plant in Brazil, Volks-
wagen plants in Resende, Brazil and Mlada Boleslav, Czech
Republic and GM’s Blue Macaw plant also in Brazil.

* Finally, the closer integration of OEMs and their suppliers in-
crease the stakes when unexpected things happen, such as the
current spike in raw material prices. This has led to a number of
bankruptcies and court cases. With several large suppliers, most
notably Delphi, Collins & Aikman Corp, Tower Automotive,
and Federal-Mogul in Chapter 11 bankruptcy restructuring, the
exposure of OEMs to problems at their suppliers is becoming
apparent. Without Ford’s assistance Visteon would also have
had declare bankruptcy. Several of the companies are kept alive
by credit from their clients which would suffer from the disrup-
tion of their supply chains. Several disputes center around the
sharing of increased raw materials costs. While the most suc-
cessful suppliers, such as Robert Bosch and Valeo, have been
able to pass some of the increases in steel prices to their clients,
a similar attempt by Lear has landed it in court. Its dispute with
DaimlerChrysler affects 12 final assembly plants and is closely
watched by the rest of the industry.

1.2.3  Canada’s position

The share of intermediate inputs as a fraction of the value of
vehicle production is higher in Canada than in the United States.
Figure 1.7 uses industry data compiled by the OECD to track
the evolution of the material cost/sales ratio for the motor vehi-
cle industry in each of the three North American countries. The
Mexican and, especially, the Canadian industries outsource
more of their material purchases than the U.S. industry. In Can-
ada, material purchases as a percentage of final sales in the
motor vehicle industry even exceeded 80% in the early 1970s,
while in the U.S. it peaked at 69%.

From 1971 to 2001, assembly plants in each country ini-
tially outsourced more tasks and inputs, but this reversed
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towards the end of the century. In 2001, the U.S. industry is
back where it started, purchasing 60% of its sales value from
other industries. The Mexican ratio converged to the U.S,, tes-
tament of its close integration in recent years. In Canada
materials still take up a larger share of sales, which might be
related to the important presence of DaimlerChrysler and
Magna, two companies that have been instrumental in the push
towards modulization of assembly.

Figure 1.7: Share of intermediate inputs in total sales
0.90

0.85
0.80
0.75
0.70

0.65

1970 1975 1980 1985 1990 1995 2000
Source: STAN data set (OECD) and U.S. Bureau of the Census

Table 1.4 contains the most important Canadian firms in the
automotive parts and components sector. The 1mportance of
Magna International is striking. It is more than 10 times larger
than the second Canadian firm, Linamar and 18 times larger
than the ABC Group, the Canadian number three. The Canadian
share of North American light vehicle production in 2002 was
almost 16%, but only 5% of the major component suppliers
have Canadian headquarters. In 1999, Faurecia, Decoma, and
F&P Manufacturing still were operating regional headquarters
in Canada, but by 2002 their Canadian affiliates did not report
as separate suppliers anymore.
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~ Recently, wage pressures on the industry have increased.
The large incentives offered by the OEMs to boost sales have
been accompanied by increased cost cutting efforts. Outsourcing
components to Asia, especially to China, is a first manifestation
of this trend. The difficulty of Delphi and Visteon, formerly
owned by GM and Ford, to maintain high wages is a second
manifestation. The 2003 wage negotiations between the UAW
and Delphi introduced dual wage profiles at the largest North
American supplier, allowing the firm to pay newly hired work-
ers less than insiders. Finally, given that suppliers tend to be
smaller firms than OEMs, the wage gradient by firm size influ-
ences. the relative competitiveness of different countries in
attracting suppliers. Statistics in Table 1.5 indicate that, even
though the average salary in the automotive industry was sig-
nificantly lower in Canada than in the U.S., this is reversed for
the smallest firms. U.S. firms that employ less than 20 employ-
ees paid an average salary of C$30,940 in 1995, while Canadian
firms of similar size paid C$36,300.

Magnalnt.

Linamar Corp. 56
AG Simpson 129
Multimatic - 356 107 342 110
ABCGroup 323 110 423 C 94
Meridian Tech. ’ 306 117 . 207 - 147
FAG Autom. o P 210 .0 145
Fabricated St. P. 160 71 : s

Faurecia : 586 . 64 ~ HQ in France" 33 (parent)
Decoma Int. 496 80 HQinUS 45 (parent 2000)
F&P Mfg 291 125 ° HQinUS 84 (parent)

Source: Automotive News
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Table 1.5: Wage gradient by employment category in the motor
vehicle industry (1995): - . L , .
TEmployees: | 1-19 20-99 100499 499+  Industry

iEiE S Srenl T : average =

Canada 075 071 081 11 C$48,400

USA 0.55  0.64 0.68 1.06 C$56,250
(US$41,000)

Note: A{ferage salary (including benefits) f(;r firms in different size-
categories (measured by employment) as a fraction of the average salary
for the industry. '

Source: OECD

Of course, comparisons like this are highly sensitive to the
exchange rate of the moment. The enormous appreciation of the
Canadian dollar since 2002 has further eroded the competitive-
ness of Canadian suppliers. _

While the automobile industry spends enormous sums On
R&D, to a large extent this bypasses the Canadian industry. The
vast majority of innovation is done at company headquarters,
which are only rarely in Canada. Table 1.6 lists the location of
the headquarters of the top 150 (top 100 in 1993) suppliers in
the North American automobile industry. While 9 of the largest
firms were headquartered in Canada as recent as 1999, this
declined to only 7 in 2002. Only two companies improved their
rank. At the same time, Mexican and European firms increased
their presence. In contrast, the importance of Michigan is strik-
ing. Tn 2002 it was home to 82 of the top 150 suppliers, a full
55%,. Within Michigan, firms are concentrated in Detroit, Troy,
and Auburn Hills, where GM, Ford, Chrysler, and Delphi have
their headquarters. As the OEMs have disintegrated vertically,
geographic- proximity has become a substitute for ownership
ties to smooth commercial interactions.
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Canadian - 2 9(5) 7(3)

Mexican - 0o - 2(1) 3(3)
European’ 0 2(2) 43
Michigan 51 72(51) 82(52)
Detroit-Troy-Auburn Hills 24 32 33
Other Midwest' 24 36 30
Southern U.S.2 8 17 - 16
Notes: : :

' OH, IN, IL, and PA; o
? AL, FL,KY, MO, MS, NC, SC, TN, and TX

Source: Automotive News

1.3 Flexible production
1.3.1 Current impact

In the automobile industry, flexibility is the new buzzword in
manufacturing. Increased competition has led manufacturers to
increase the number of products they offer for sale. Traditionally,
each assembly plant produced a single model or a few similar
ones. The explosion in models for sale made it prohibitively ex-
pensive to continue this practice. As a result plants are being
forced to assemble several models on the same assembly line,
which has important consequences for production and trade.

A first effect is that the exploitation of flexibility often goes
together with diminished emphasis on realizing scale econo-
mies. While the average plant size has been decreasing
gradually over the last 30 years, as the industry made the transition
from mass to lean production, the recent decrease is more pro-
nounced’. New plants announced in North America have often
been in the 100,000 unit range, although subsequent capacity

* For detailed information on this, see Van Biesebroeck '(2006),
“Productivity Dynamics with Technology Choice: An Application to Auto-
mobile Assembly,” Review of Economic Studies, 70(1), pp. 167-98.
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additions have made the difference with existing plants smaller.
China, where most of the recent capacity additions have taken
place, has an average plant size of approximately 50,000 vehi-
cles’. The minimum efficient scale of an automobile assembly
plant seems to be falling.

It is hard to know whether it is the cause or the effect of the
manufacturing flexibility, but the number of models for sale has
increased dramatically in recent years. Table 1.7 illustrates this
trend over the last 30 years. Models for sale in the United States
increased from 133 in 1974 to 282 in 2004. The growth has
been much more pronounced in light trucks than passenger cars,
and in the former category it does not seem to have topped out.
The trends for the number of models sold and produced in
North American are by and large similar. '

Table 1.7: Number of car and truck models sold and produced in
North America (1974-2004)

e 19T 1984 1994 2004
Models for sale in U.S. 133 195 238 282

Cars . - 96 140 164 167
Light trucks 37 .55 74 115
Models for sale in NA 185 228 273 320
Models produced in NA S 90 125 - 139 165

Source: Ward’s Automotive Yearbooks and Ward’s Infobank (2004)

One way to increase product variety is to sell mechanically
similar cars under different nameplates. Models that share a
platform can be made to differ mainly in appearance, standard
features, and trim level, while it is straightforward to develop
and assemble them together. All firms have mastered such a
‘platform stretching’ strategy, even though they do not all use it
to the same extent. The number of platforms in groduction has
increased notably less than the number of models”.

5 The substantial involvement of provin‘cialrgovemments in China,
aimed towards attracting automotive investment to their province, makes 1t
not unlikely that production in China is taking place below efficient scale.

6 For. details, see Van Biesebroeck (2006), “Complementarities in
Automobile Production,” Journal of Applied Econometrics, forthcoming.
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A by-product of the increased variety is the emergence of
new market segments and different sources of differentiation.
Imported vehicles are no longer either small, reliable and cheap
or high quality, luxuricus sport sedans. Given the multidimen-
sional product competltlon the nationality of the owning firm is
becoming an ever smaller-factor to explain a vehicle’s attrac-
tiveness. From the consumer’s point of view, the difference
between vehicles produced by domestic or foreign producers is
becoming smaller. Their product lines overlap almost com-
pletely and there is no single characteristic on which domestic
and foreign vehicles differ consistently.

1.3.2  Future impact

Smaller, nimbler plants could be operated at a higher rate of
capacity utilization. Recent research of CAR in Michigan indi-
cated that, in the latest economic downturn, capacity utilization
in the industry hardly declined, even though profits were
dragged down by lower prices. It is suggested that the break-
even point in capacity utilization has increased substantially
over time. Trade can be a contributing factor to make sure fac-
tories operate as close to full scale as possible. Previously,
plants had to be dedicated to a single model and capacity utili-
zation fluctuated with the popularity of that model. The ability
to produce a wide variety of models in a single plant allows
firms to tailor production more closely to demand. Especially
for forelgn producers, flexibility allows firms to rely less on
imports and produce more domestically, operating their North
American plants closer to full capacity.

The average plant size in countries with more recently built
assembly plants is certainly lower than in the United States or
Canada. Even in Mexico, average capacity is 140,000 vehicles
relative to 200,000 further north. In China especially, many
smaller plants are bemg built. To some extent this merely repre-
sents cautious entry in an uncertain market or by new firms, but
also more established plants by Western multinationals tend to
be smaller. It is not implausible that Canadian plants will also
become smaller in the future.
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1.3.3 Canada’s position

As mentioned, in the long run it is not impossible that greater
flexibility will lead to lower imports even without new capacity
additions. For example, Honda claims all its assembly plants can
produce its entire model range with a relatively low productivity
penalty. When the firm initially established a manufacturing
presence in the United States it was only natural to produce first
only its best selling vehicles, the Civic and Accord. Now that it
operates several plants across the continent, flexibility will al-
Jlow the firm to shift production to the vehicles most in demand
and avoid having idle capacity in North America, while import-
ing different models from overseas. However, for this to be a
reality, the entire supply chain has to become equally nimble.
Different vehicles require different components and the suppli-
ers have not yet matched the OEMs’ flexibility. -

" Even though Japanese plants inthe United States were the
first to be flexible, the technology is now spreading through the
industry. In Canada, Honda claims to be able to assemble al-
most its entire line-up in each plant. Its Alliston plant in Ontario
has produced a wide range of vehicles in the last decade. The
Ford plant in Oakville is currently undergoing a $1 billion in-
vestment project to make it one of its most flexible facilities.
The DaimlerChrysler plant in Windsor assembles three models
derived from two' different platforms, which is the ultimate in
flexibility. Finally, also Toyota has manufactured a wide range
of models in Canada, including the first Lexus being produced
outside of Japan. S ‘ ’

1.4  Stock of vehicles

1.4.1 Current impact

The North American light vehicle market recently has had a string
of record sales years. At the same time the average expected
lifetime of a vehicle in Canada has risen from 7.7 years of
154,000 km in 1970 to 11.6 years or 227,000 km today. As a
result, new sales outnumber the number of vehicles that are
scrapped, increasing the number of vehicles on the road. Figure

218




1.8A shows for the United States:sales and registrations from
1972 to 2002, both normalized at 100 in the first year. Clearly, the
combination of increased durability with record sales has in-
creased the number of registrations ever higher. In 2002, almost
236 million vehicles were registered in the United States.

T

Figure 1.8A: Vehicle sales and registrations in the United States
(1972 =100)
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To put the increasing stock of vehicles in perspective, Figure
1.8B plots registrations as a fraction of the population of driving
age. For the United States this increased from 55% in 1960 to
102% in2004. The growth in this ratio is projected to decelerate
and only reach 103% by 2010, but that will only happen if sales
of new  vehicles drop far below current levels. The ratio is lower
in Canada, but one cannot automatically infer that the potential
demand is larger. Canadians are not as rich as Americans, on av-
erage, and more likely to live in cities, which lowers demand for
vehicles. By 1990, there were 0.69 vehicles per person of driving
age and this has remained virtually unchanged in the last 15
years, only reaching 0.70 in 2004. Growth opportunities in Mex-
ico are much larger. The current vehicle penetration rate is much
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lower and still increasing, although only very slowly, because
population growth is relatively high. ’ ‘

Figure 1.8B: Total vehiclé ‘registratidlis per driving age population

= = Canada
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Source: Ward’s Automotive Yearbook (various years)

On the demand side quality is becoming a less important
factor as well. This is not really surprising as there are decreasing
marginal returns to everything. The large quality improvements
by GM over the 1990s have not provided the anticipated sales
boom. The stellar quality record of GM’s Oshawa 2 plant did not
prevent an announcement of its prospective closure. The quality
record of Buick hardly translates in higher sales. In the 2004
Vehicle Dependability Study by J.D. Power which looks at longer
term (3 year out) defects, Buick was the second most reliable
brand in North America, only topped by Lexus. GM brands with
average number of defects below the industry average include
Buick, Cadillac, Chevrolet, GMC, Saab, and Saturn. Only
Pontiac and the discontinued Oldsmobile perform more poorly
than average, but this has not prevented GM’s market share from
slumping continuously. Similarly, Hyundai passed Toyota in the
initial quality survey (after 3 months of ownership), but it still
sells its cars at a discount relative to its Japanese competitors.
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1.4.2  Future impact

Automobiles are durable goods and sales predictions are obvi-
ously affected by the stock of vehicles in the economy. The
preceding analysis points to weaker sales in years ahead. At a
micro level, the industry got a taste of what is to come when
sales of the Big Three collapsed in the fall of 2005 after a sum-
mer where “employee discount plans” spectacularly increased
sales. At an economy-wide level, the bumper sales years of the
last half decade will most likely translate into lower sales years
ahead. For example, Automotive News predicted 2006 sales to be
4% below the 2005 level for the U.S. at 16.5 million units.
Ward’s predictions were similar and they expect further declines
in 2006 if GM and Ford hold firm on their commitment not to
boost fleet sales’. Moreover, the mix of vehicles is also shifting
towards more economical and smaller cars. For Canada, EDC
Economics predicts exports of vehicles to decline by 3% in 2006
and 5% more in 2007, reflecting softening demand in the U.S.

At the same time the fleet is aging. As people owning a
second hand vehicle are less likely to trade it in for a new car,
future demand for new vehicles might fall off even more rapidly
than the registration statistics suggest. Currently, the group of
cars 1-5 years old is larger than the group of 10+ year old vehi-
cles, and this is expected to remain true for another 3 years.
Later, the group of very old vehicles will become the largest. As
vehicle durability is maintained or even rises in the future, the
owners of very old vehicles will have very little incentive to re-
place their vehicles. The solid lines in Figure 1.9 indicate that
the resale value of four year old passenger cars and light trucks
has decreased almost continuously over time.

7 The economic outlook .of the government’s Consensus Revenue Esti-
mating Conference by the Administration, House Fiscal Agency, and Senate
Fiscal Agency as agreed to at the January 12, 2006 meetings was slightly
more optimistic forecasting 16.7 light vehicle sales in 2006 and 16.8 in 2007.
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Figure 1.9: Predicted and actual resale values of 48 month old vehicles
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In the past, firms promoted leasing to entice customers to
trade in vehicles more quickly. In Canada, leasing peaked in
1997 at 46.8% of all new car registrations. In the following
years, rising income levels made car ownership more affordable
and leasing rates declined to only 28.1% in 2003. This suggests
there is scope for growth by pushing leasing over buying. How-
ever, increased: durability of vehicles has pushed up predicted
resale price of off-lease vehicles, the dotted lines in Figure 1.9,
making leasing very advantageous to consumers.

By 2004, lessors had predicted much higher resale value for
their fleets than actually realized, resulting in negative off-lease
values for their customers (the bars in Figure 1.9). This made it
exceedingly disadvantageous for the lessees to take possession
of their leased vehicles at the end of the contract, depressing
recent resale values even further. Future lease contracts are ex-
pected to become more expensive as lessors take into account
lower projected resale values. Less leasing could lead to slower
vehicle turnover and lower sales of new vehicles. o

Exporting excess supply of second hand vehicles to less
developed economies is a viable alternative that E.U. countries
are actively taking advantage off. Canadian exports of used
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vehicles rose from around 15,000 in 1994-96 to more than
200,000 in 2001-02. The recent increase in the exchange rate
has choked this trade. In the future, trading second hand vehi-
cles with Mexico or other countries in Latin America could be
an option that would benefit the Canadian industry. To stimu-
late the local automotive industry several countries, notably
Brazil, have made trade in used vehicles very difficult. It is
common practice for countries, even those with no domestic
automobile industry, to charge higher import tariffs on second
hand than new vehicles (often for emissions or safety reasons).
The Free Trade Area of the Americas could prove very benefi-
cial in this regard. Facilitating exports of second hand
vehicles to the south would benefit the domestic industry.

143 Canada’s position

What makes the previously described situation precarious for
Canada is that the North American industry is plagued by over-
capacity. For the industry, total excess capacity is estimated at
approximately 0.5 to 1 million units, but this combines larger
excess capacity at some firms, most notably GM and Ford, and
a projected capacity shortage at other firms, notably Honda and
Toyota. Over the last several years, the Big Three American
firms have taken capacity from' the market, while transplants
are building new plants and this process is likely to continue.
Canada has benefited from this as Toyota, Honda, and Suzuki
(in a joint venture with GM) now operate plants in Ontario. The
recently announced closure of the GM plant in Oshawa and the
elimination of one shift in another plant will be partly compen-
sated for by the new plant Toyota will build in Woodstock,
Ontario, close by its current Cambridge complex.

The reductions in capacity far outstrip the additions. Including
the GM announcement, 6 assembly plants will have been closed
in Canada between 1993 and 2007, while only Honda and Toy-
ofa (in two locations) have substantially ircreased production
- capacity. Ford is expected to announce the closure of at least
four assembly plants in North America early in 2006. While
the large investment in a flexible production system for the
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Oakville plant bodes well for its future, the future of the
St. Thomas plant is more uncertain. T :
Over the longer term, the industry is only viable if produc-
tion capacity matches demand. If future sales in North America
will be lower than today, more closures will be inevitable. -

1.5 NeW technologies -

1.5.1 Current impact

The primary new technology in automobile production is the
flexible plant, discussed earlier. Important evolutions in vehicle
technology are taking place in powertrains. In Europe, fuel effi-
cient diesel engines are outselling gasoline cars. Direct injection
has vastly improved mileage and lowered emissions. In addi-
tion, diesel engines tend to last at least 25% longer than
gasoline engines. The catalysts in the cleanest diesel powered
vehicles require sulfur-free fuel, which will only be available in
North America in 2006. '

In North America, the preferred way to achieve similar fuel
efficiency is through hybrids. A battery pack is added to the
vehicle, which is charged by a smaller combustion engine and
by power-recycling technologies when the vehicle brakes. In
stop-and-go traffic an electric engine provides = (additional)
acceleration power, while the gasoline powered ‘combustion
engine can function at optimal operating speed. On the high-
way, gas mileage in the two most popular hybrids, Toyota Prius
and Honda Civic (4.2 and 4.3 1/100km), is comparable to the
Volkswagen diesels in the Golf or Beetle (4.6 1/100km); in city
driving the hybrids deliver superior mileage. L

The second important trend in vehicles is the growing im-
portance of electronics. This was clearly illustrated in 2004 when
Robert Bosch became the largest component supplier in the
world, and Siemens VDO was the fastest growing of the top sup-
pliers. Both firms specialize in electronics. Visteon and Delphi,
the two largest North American suppliers, are rapidly increasing
their electronics division, which for Delphi is already responsible
for more than 20% of revenue. Not only are the electronics-
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intensive firms growing most rapidly, they also spend a lot on
R&D. Siemens VDO, Hella, and the electronics division of Vis-
teon report spending 9% of sales on R&D; Bosch is not far
behind at 7.1%. This is well above the industry average of 4%.

1.5.2 Future zmpact

The future of drivetrain technology is likely to be the fuel cell,
as the “hydro economy” develops. Each major automobile
manufacturer is involved in developing fuel cell vehicles, which
is certain to represent a much more dramatic shift for the indus-
try. The outlook and especially the timing are highly uncertain,
but Canadian industry is very active in this field. Ballard Power,
headquartered in Vancouver, is considered to be one of the
world leaders in fuel cell technology. It is already a supplier to
the automobile industry and thus well placed for the future.
Other Canadian companies active in the development of fuel
cell technology for vehicles are Astris Energy, Cellex Power,
and Zongshen Pem Powersystems. .

While fuel cells are important for the long-term future,
electronics will matter greatly in the years to come. For North
American suppliers, the top three concerns are to (1) broaden
their client base to include transplants, (2) get compensated for
raw material price increases, and (3) expand in electronics. The
first and third items are identified as the most import growth
opportunities for domestic suppliers. It is estimated that the
electronics content in the average vehicle will increase from
US$2,250 in 2000 to US$3,850 by 2010. In addition, OEMs
expect that by 2010 50% of all R&D—a large fraction of this in
electronics—will be carried out by suppliers.

Finally, the importance of the Internet is also felt in thlS in-
dustry. On the consumer side, in Canada as in the United States,
new vehicles have to be sold by dealerships. As a result, online
purchasing has never taken off, even though the second hand car
market has taken advantage of the Internet to organize classified
ads, but also for transactions. A result of the wealth of information
accessible on the Internet is the increased bargaining power of cus-
tomers, at the dealers’ expense. Profit margins in dealerships have
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declined noticeably in recent years. The “employee pricing”
schemes that the Big Three ran in the U.S. and Canada over the
summer of 2005 could have a lasting effect as consumers were
particularly attracted to the no-haggling buying process.

On the B2B side of the market, the demise of the coopera-
tive online auction website Covisint has left each company
organizing much of its own purchasing again. For Canadian
suppliers to OEMs as well as for the Canadian aftermarket it is
especially . important to follow developments in the United
States. E-commerce applications are subject to network effects
and getting locked into an incompatible standard can be very
costly. At the same time, timely and accurate ‘communications
can provide large productivity gains and Canadian firms do not
want to come late to this technology.

1.5.3 Canada’s position

No Canadian assembly plant produces hybrids, and this is likely
to remain so until Ford brings the hybrid versions of the Edge to
Oakville, which is currently projected to happen only in 2010.
While most Civics sold in North America are produced in Allis-
ton, Ontario, hybrids are imported from Suzuka, Japan. The
Honda Accord is also only produced with gasoline engines m
Marysville, OH, while hybrids are imported from Sayama, Japan.
Similarly, the Lexus RX 330 is produced in Cambridge, Ontario
and Kyushu, Japan, but the Japanese plant is the only one that
produces the hybrid version (400h). Even GM has chosen to
launch production of its Chevrolet Silverado hybrid pickup truck
in Fort Wayne, IN, even though the Oshawa plant is the lead
plant for the vehicle. Ford produces its Escape hybrid alon%side
the regular Escapes in Kansas City, MO and Avon Lake, OH".
The current popularity of hybrids, also in Canada, is very
strong. In 2005, the Honda Civic hybrid was chosen as the
family sedan of the year by Consumer’s Report while the Toy-
ota Prius took top honours as the Car of the Year. Waiting lists

8 It should be noted that GM does produce E85 vehicles in Canada,
such as the Monte Carlo, Impala and the Silverado. ’
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for the Prius are still running over half a year. North American
sales in 2003, for all hybrids combined, were only 40,000, but
are expected to reach 177,000 in 2005. A total of 28 models—
18 trucks and 10 cars—are expected to offer hybrid powertrain
options in 2008. Thus far, all of this is bypassing the Canadian
industry.

It is unlikely that the new diesel technology will ever be as
popular as the hybrids, but the Canadian industry is again not
very involved. Two of North America’s largest engine plants
are in Canada. Ford’s Windsor plant has a capacity of approxi-
mately 600,000 engines, mostly V6’s, but its future capacity
utilization will depend on Ford’s future restructuring plans.
GM'’s St. Catherines plant used to be even larger, but high fuel
prices have put the demand for V8 engines in doubt. Cylinder
deactivation technology, such as that in the Impala, allows for
substantial fuel savings and have proven to be popular No dlesels
or hybrids are made in Canada.

Of the top Canadian suppliers, Magna has a s1zeable elec-
tronics division, and also the ABC Group, Canada’s third largest
supplier, is heavily involved in electronics. All other large
Canadian suppliers, Linamar, Multimatic, A.G.S. Automotive
Systems, Meridian Technologies, and FAG Automotive, tend to
have their comparative advantage in mechanics. Advanced
technologies are equally. important here, but the value added
share of the vehicle is clearly shifting towards electronics.

Finally, we list the trading partners and products that Canada
is running a trade surplus with in automotive components. Figure
1.10 illustrates that Canada is running a trade deficit with all its
primary trading partners in components. The deficit is especially
large with Japan, where Canada is importing 20 times as much as
it is exporting. With several of the fast growing automobile pro-
ducing countries, such as Brazil, South Korea, India and
Thailand, Canada is also running a deficit. China is the one posi-

tive note, but the rapid expansion of the Chinese automotive
- industry combined with a deepening of its domestic supply chain

puts much of those Canadian exports in doubt for the near future.
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Figure 1.11 illustrates the size of Canadian trade deficits
per component, where components are ranked according to the
importance of the E.U. in U.S. and Japanese imports. This rank-
ing is intended to capture the extent to which a component can
be considered high tech. The vertical axis represents the trade
surplus or deficit: (exports-imports)/exports. The good news is
that 90% of Canadian exports are components for which the
E.U.’s importance as a source of imports into the other ad-
vanced economies is higher than the E.U.’s median importance.
The largest circles, which represent the size of Canada’s ex-
ports, are to the right. This indicates that Canada is specializing
in goods in which Europe is a sticcessful exporter to the U.S.
and Japan, presumably “high tech” goods. It is also clear that
Canada’s ‘ ‘
exports are highly concentrated. There are only two goods for
which Canada is running a sizeable trade surplus, the two largest
circles above the zero line. These are non-electrically powered
work trucks (the left-most dot) and bumpers, the largest positive
observations more or less in the centre. In all electronics, Canada
is running a trade deficit. ~
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2. Market analysis: automobiles and light
trucks (with Frank Verboven)’

This section estimates the potential impact of eliminating MFN

tariffs on new vehicles on the production, employment, con-
sumption, and trade of new vehicles in Canada (both short and
long-run effect) using cost-benefit and regression analyses (such
as estimating the price and substitution elasticity, taking into
account quality and reliability differences) with disaggregation
by vehicle type to the extent possible. The estimation will be
undertaken under two scenarios: '
a) Unilateral elimination of Canadian tariffs on new vehicles;
b) Elimination of tariffs on new vehicles in the following five
FTA contexts: Canada-South Korea, Canada-E.U., Canada-
Japan, Canada-China, and Canada-Mercosur (each of the
five separately). ;
The expected effect of eliminating the 6.1% tariff on final vehi-
cles can be broken down into the following components:

Effect = Benefit — Cost

= Lower price for consumers 1)
+ higher sales of vehicles 2
+ tariff concessions by trade partners A3
— lost tariff revenue @)
— lost FDI Q)]
— lower domestic production 6)

Items number 1, 2, 4, and 6 will be addressed in this
section'’. ‘
Ttem number 5 is the subject of the next section.

? All analysis in Section 2 is joint with Professor Frank Verboven from
the Catholic University of Louvain in Belgium.

10 Note that this analysis is limited to final assembly. If Canadian parts
are disproportionately oriented towards Canadian vehicle production, the lost
production domestically will have a multiplier effect on the parts sector.
Given that we do not have any data on this exposure, we merely note this
point, but do not come up with an estimate of the effect.
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- Properly discussing item number 3 would go beyond the
automotive industry. We will include some comments about the
possible export effects of trade concessions of trade partners on
final vehicles in the current section, but reciprocity in the. auto-
mobile industry is only one of several possibilities.

Throughout, we will have to compare dollar values that repre-
sent gains and losses for different groups to obtain an aggregate
effect for Canada. When an effect has a non-obvious distribu-
tional effect, it will be noted.

The way we will obtain estimates for the quantities outlined
above is by estimating a discrete choice model of vehicle choice
in the Canadian automobile market. This follows in a recent
tradition of using oligopolistic models of competition in differ-
entiated products to study the actual market equilibrium and to
conduct counterfactual analysis. The crucial objective is to get
an estimate of the primitives of the model, most crucially the
demand parameters,. but potentially also the parameters that
govern the marginal cost function. With estimates for those
functions in hand, one can conduct counterfactual simulations
how the market equilibrium is expected to change if, for example,
a trade policy is changed. The main benefit of such an approach
is that we allow all market participants, even those only indi-
rectly affected by the policy change, to update their strategies
and we calculate a new Nash equilibrium for the industry. This
‘way one obtains a consistent estimate of the trade policy effect
only keeping the primitives constant, not the observed strate-
gies. It leads to an analysis that is robust to the Lucas-critique,
which has plagued earlier counterfactual analyses

We will proceed in three steps. First, in Section 2.1, we
formulate and estimate a discrete choice model of Veh1cle
demand. Given the time constraints for this project we estimate
a nested logit model using aggregate market shares and model
characteristics, including price, at the vehicle-level. In a more
elaborate analysis one could allow random coefficients on some
of the characteristics, especially price, and add assumptions on
the shape of the marginal cost function to estimate a ‘supply
€quation jointly with demand In Section 2.2, we outline our
estimation strategy.
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Second, in Section 2.3, we use the demand model to calcu-

late a number of quantities that are generally unobserved, but

which will influence the effect of any policy change. In particu-
lar, we will calculate (1) own and cross-price elasticities for each
model with respect to all other models in the market; (i) unob-
served vehicle quality, from the point of view of the consumer;
(iii) the marginal costs for each vehicle that are consistent with
the estimated price elasticities of demand and the observed
prices. We do not estimate the supply side of the market
directly, as it is not necessary to identify the demand parame- -
ters. Tt could result in more precise estimates and would allow
one to impose the condition that firms -always set prices on the
elastic portion of demand, as theory implies. We will test how
frequently this last condition is violated if it is not imposed. To
calculate the elasticities and marginal costs we will assume that
firms are playing a Bertrand price-setting game in differentiated
products. We will take explicitly into account. that firms that
produce multiple models will internalize the effects of a price
change of one model on the sales of all their other models.
Third, using the estimated demand parameters, price-
clasticities, and marginal costs we conduct counterfactual simu-
lations of market equilibrium—in Section 2.4. In particular, we
look at the impact of elimination of the 6.1% import tariff on
1non-NAFTA vehicles. This will take the form of a reduction in
the marginal costs for the affected importers by 5.75% (as the
calculated marginal cost includes the current tariff rate). Differ-
ent scenarios for the extent of trade liberalization will change
the models which are affected''. We. calculate a number of
summary statistics in each scenario to illustrate the impact on
prices, mark-up, sales, production, profits, consumer surplus,

11 Note that a few- models produced in the U.S. do not meet NAFTA
content requirements, e.g. the BMW X5 and the Mercedes-Benz M-class
SUVs. We will not consider trade liberalization that eliminates this content
requirement because it would severely complicate the analysis. While this is
strictly speaking not consistent with full trade liberalization, one of the
scenarios considered, these models are sold in' sufficiently small quantitieS
that we are confident it has only a marginal impact on the results.

232




!n
%E
1.3
;

i

IR
gt
|

1
!
|
I
¥
¥
!"
5
,
| 3

tariff revenue, and the differential impact on domestic producers
and importers'%. ' » '

2.1 Specifying a model of demand

The automobile industry has proved to be a popular proving
ground for discrete choice models that estimate demand for dif-
ferentiated products. The state-of-the-art in estimating aggregate
demand is the random coefficients model discussed in Berry
(1994) and first taken to the data (U.S. automobile purchases) in
Berry, Levinsohn, and Pakes (1995). Micro-level data, as in
Goldberg (1995) or Berry, Levinsohn, and Pakes (2004), can be
used to obtain more precise parameters. An intermediate solu-
tion, in Petrin (2002), adds micro-moments to the aggregate
estimation. Several studies have used these models to evaluate

trade policies. Important recent studies that use aggregate data
include Irwin and Pavcnik (2004) for airlines and Fershtman

and Gandal (1998), Berry, Levinsohn, and Pakes (1999), Bram-

billa (2005), Brenkers and Verboven (2006) for automobiles.

Section 2.5 contains a (non-exhaustive) list of papers that use
discrete choice models to estimate the demand for automobiles.

No estimates for Canada are currently available.

We will use a nested logit model; see Anderson and De
Palma (1992) and Verboven (1996a) for details and Berry (1994)
for a comparison with the general framework. This model can
be interpreted as a restricted random coefficients model, see
Cardell (1998), where consumers share the valuation on all the
observable characteristics, except on a set of nesting dummies
that segment the market. ' ’ ‘ ‘

Consider the Canadian automobile market where I consum-
ers are considering to purchase a car or light truck. They can
choose between J available models, one of which is the outside
good, i.e. purchasing a second hand vehicle or postponing the

> Note that we have explicitly chosen not to calculate employment
effects. As the results will make clear, quantity changes are relatively small.
It would be entirely arbitrary to map these small quantity changes in em-
ployment changes because production is organized in large scale plants and
indivisibilities matter. '
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purchase. The utility. of the outside good purchase will be
normalized to zero". A consumer i’s conditional indirect utility
function from purchasing product j = I...J that belongs to
nest/segment g is given by: o '

ui’-:.ijkﬂk-}-é:j_@j+§ig+(1_o-)gij- :
k=1 :

0,

j T
= 51' + Zg djggig +(1 ——0')811

‘Utility thus consists of a component that is common to all
consumers (J;) which groups together the first three terms, a
random taste of consumer i for vehicles in segment g (which
can be positive or negative), and an individual-model specific

random utility draw (&;). The common part (J)) depends on K
observable characteristics that each consumer values identically
(fuel-efficiency, horsepower, size, etc.), a model-specific
unobservable characteristic (combining the effect of style,
advertising, etc.), and price—the only endogenous characteristic
(which has a negative coefficient attached to it). The benefit of
such a modeling strategy versus specifying a traditional
demand system at the product level is that with only a few para-
meters we are able to generate cross-price derivates between all
models that are very general. Note that in 2005 a total of 238
different models were sold in the Canadian market. Specifying
the demand directly would require an extraordinary amount of
parameters to allow for flexible substitution patterns.

We assume that the distribution of the random utility:term

(&) follows the extreme value distribution, ‘such that we can

derive market shares in‘analytical‘fofm; for more details on the
nested logit model see Anderson and De Palma '(1992) and

13 Note that to define market shares we have to define the potential
market of consumers. With only two years of data, this decision is entirely
inconsequential; it merely scales the market shares. We choose the number
of Canadian households as our measure of 7, which gives an market share for
the outside product of almost 80%. '
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Verboven (1996a). We further assume the market can be parti-
tioned into G exclusive and exhaustive segments. Each segment
contains J, models and ), J; = J. Each consumer will choose
one model to maximize her ut111ty

The nested logit distributional assumptions on the random
utility term yield the following choice probability for individual
i for product j that belongs to segment % as a function of the
entlre Jx1 price vector:

_exp((6;,—ap;)/(1-0)) exp(I,/(1-0"))
5;(P) =

2.xp((3 ~ap)/1=0)) Y exp(l, M1-0 )

where

I, =(1-0 )i exp((8, —ap) /1~ )

I=1

is called the ‘inclusive value’ for segment g = 1...G. The pre-
dicted aggregate market share for model j is obtained by
averaging the choice probabilities over all individuals, which in
our (simple) case is simply N. i because our choice probabili-
ties are not individual-specific'.

The nested logit model will result in hlgher elasticities of
substitution between models in the same segment than across
segments, which is a major improvement over the simple logit
model. An unattractive feature is that the own-prlce elasticity of
substitution for each model will be increasing in price. This will
be discussed at length in the next section.

The model can be generalized in a variety of ways. Two ap-
proaches to add flexibility to the estimated own-price elasticities is
to let the parameter that governs the degree of substitution within

' In the full random coefficients model, see Berry (1998), the market
shares cannot be derived analytically because the choice probabilities vary by
consumer. As a result, a simulation estimator has to be used and the unobserv-
able quality term has to be calculated using an embedded contraction mapping.
Both of these complications severely increase the computat10na1 burden.
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nests (o) vary by segment. If demand elasticity is higher for cheap
small cars than for expensive luxury cars, it would show up as a
higher o parameter in the small car segment; sce Brenkers and
Verboven (2006) for an illustration on the European car market. In
order to estimate this model we would require more data than we
currently have. The severe time constraints on this project necessi-
tated us to estimate a relatively simple model". :

An alternative would be to introduce (more) random pa-
rameters to the model, which would allow different individuals to
value the characteristics differently. The most direct way to ob-
tain more realistic demand elasticities would be to let the
coefficient on price to vary by income level. By simulating a
sample of consumers with income levels drawn from the national
income distribution, we can calculate the choice probabilities at a
more disaggregate level. However, working with individual-
specific choice probabilities would greatly increase the computa-
tional burden on the estimation because closed form solutions
would not exist anymore and a fixed point iteration would be re-
quired to uncover the unobserved model characteristics. Berry,
Levinsohn, and Pakes (1995) outline the approach. ‘

2.2  Estimating the d.emand model

We estimate the nested logit model introduced in the previous sec-
tion using seven nests: small cars, mid-size and large cars, luxury
cars, compact and mid-size SUVs, large and luxury SUVSs, mini-
vans, and pickup trucks. We collected data on each model for sale
in the Canadian market in the 2004 and 2005 model years'®. Drop-
ping all models that sell less than 200 units per year gives us a
sample of 442 observations, 218 in 2004 and 224 in 2005. We
have renamed some 2004 models because the replacement models
were introduced under a different name, even though they are

15 With only two years of data available, the substitution parameters for
some of the nests were estimated to be (insignificantly) larger than unity, which
violates the theory. Therefore, we forced them to be the same across nests.

16 The model year runs from September 1 to August 31. This will avoid
including observations in the sample where a vehicle is only sold for part of
the calendar year. g o :
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clearly replacing an existing car in their segment. This affects only
the estimates that use random (or fixed) effects. '

Table 2.1 Summary statistics for Canadian (domestic) market

131,300
70,853

Price ($)
Sales (units)
Model characteristics:
Hpiweight 0551  0.135 0249 1.262

Size(lxwxh) . 0.882 0.220 0.357 1.452
" Miles/$ 2.322 0.819 0.952 7.048 Lo
Automatic 0554 0.498 0 1
Foreign brand . 0.567 0.497
 Production location (for vehicles sold in Canada):
‘Canada  103% 304%
U.S. & Mexico 48.2% 50.1%
E.U. ' 17.0% 37.6%
Japan 15.6% 36.4%

South Korea 8.9% 28.6%

Segment:
smallcar  143%  351%
middle car 18.8% 39.1%
upper car (large &
luxury) ' 18.3% 38.8%
lower SUV- 17.9% 38.4%
upper SUV (largé & ’
luxury) 13.8% 34.6%
minivan - 8.9% 28.6%
pickup - o 8.0% 27.2%

As explanatory variables, we follow most closely the papers
by Berry ef al. (1995) and Petrin (2002). The following variables
are included: power is captured by horsepower per weight, size
by length x width x height, and fuel efficiency by miles per dol-
lar. We include a dummy variable that indicates whether an
utomatic transmission is part of the standard equipment as a
measure of luxury; and a dummy whether the nameplate has tra-
ditionally been owned by a domestic producer. Note, for
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example, that this latter variable is zero for the North-American
produced Honda Civic—as Honda still tends to be perceived as a
foreign car company. Similarly, all Volvos are foreign even
though they are now owned by Ford and all Chevrolets are la-
belled domestic, even though some are manufactured by GM
Daewoo in South Korea. Summary statistics are in Table 2.1.

Table 2.2 Demand coefficient estimates

~ Dependent variable: e
logarithm of market share (relatiVe to outside good) :
OLS  Nested ~ Nested  Nested logit

logit ' logitwith  withIV and
LAV @
“Price 20.037 0025 -0.052 0.051
O (003)FE* (O01)*EE (003)FRE (004)***
Hp/weight  0.178 -0.198 1.648 0.823
0511)  (0.220) (347y%+%  (213)*
Miles/$ 0273 0.216 0.089 -0.003
(107 (046y**  (0.065) (0.061)
Size 1.196  0.075 0.454 -0.005
(443)*+*  -0.194 (270)* - (0.222)
Automatic -0.446 -0.026 0.203 0.177
(132)%**  (0.058) (094)** . (074)**
Domestic  -0.373 -0.133 0.050 0.020
(LT (0STy***  (0.077)  (0.092)
Nesting 0.859 . 0.693 0.698
variable (020)%*%  (064)F**F  (090)**
Year 0.000 0.054 0037 0.020
O (0.102)  (.044) (0.060) - (0:019)
Constant -7.582 3580 - -4.526 3.474
CTOTyRE (B18ERE (S04)RRE (S523)F**
Observations 441 441 441 441 :
Adj. R 0.412 0.891 0.802 0.822

Notes: * Significant at the 10% level, ** at 5%, *** at 1%.
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Parameter estimates for the demand system, using several
estimation methodologies, are in Table 2.2. The simple least
squares estimates, results in column (1), indicate that people
positively value more engine power, greater fuel efficiency and
a larger size. Contrary to expectation, a standard automatic is
valued negatively and the willingness to pay for domestic cars
is significantly lower than for foreign cars. Not surprisingly,
consumers prefer paying a lower price, although the point
estimate on the price variable is relatively low. Such a low coef-
ficient estimate, -0.037, would indicate pricing on the inelastic
portion of demand for a number of models, which is inconsis-
tent with profit maximizing behaviour.

Coefficient estimates for the nested logit model, in column
(2), are largely similar. Only the willingness to pay for horsepower
turns negative as well, although insignificant. The parameter on
the nesting variable is estimated to be positive and below one, in
line with economic theory. The implication is that the cross-
elasticity of price for models in the same nest is significantly
higher than between models in different nests. This captures that
consumers are more likely to substitute between models in the
same nest; i.e., the segment classification that the industry usually
employs makes economic sense. More worrying is the even lower
estimated price coefficient than in the first column.

While the low estimates for the price coefficient, and the
low demand elasticities this implies, are economically unap-
pealing, they make perfect sense econometrically. The vehicle
characteristics included in the model only capture a limited
number of dimensions consumers care about. As a result the
error-term will include the effect of unobservables that consum-
ers value and are willing to pay for (the & parameters in the
model). Firms with price-setting power are likely to put a higher
price on vehicles that have higher unobservable “quality”.

This endogeneity will induce a positive correlation between
price and the error term and lead to an upward bias on the price
coefficient. In some applications, not taking this effect into
account even leads to an upward-sloping ‘demand curve.
Expanding the number of observable characteristics will help,
but it would be impossible to include every characteristic
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consumers care about. The attractiveness. of the design, a good
layout of the dashboard, or reliability are only some of the char-
acteristics that are hard to measure reliably. As a result, we will
use instrumental variables to control for price setting.
* We require variables that are unlikely to be correlated with
unobservable aspects of a vehicle’s “quality”, broadly defined,
but are correlated with the price. For a detailed discussion of
instruments in this literature, we refer to Berry et al. (1995). We
basically follow their insight and use as instruments the average
characteristics for competing manufacturers. The observable
characteristics of vehicles produced by competing firms are
plausibly exogenous to the unobserved quality that consumers
attach to the vehicle of one firm, while in a competitive market
setting these characteristics will definitely influence the pricing
decision of the firm. The discussion in Berry et al. (1995)
includes conditions under which these instruments resemble
optimal instruments. In the nested logit setting, we include two
sets of instruments: average characteristics of all models pro-
duced by other firms and the same set of variables but only
averaging over competing models in the same segment. Adding
this second set of instruments changes the point estimates of the
coefficients only marginally but improves estimation precision.
Results for the nested logit model with instrumental vari-
ables for price are in column (3) of Table 2.2. This will be the
preferred set of estimates that we will use to simulate the model.
The coefficient on price changes a lot. It almost doubles in abso-
lute value—in line with the expected increase. As a result, for
virtually all models in the market we find that firms are setting
the price on the elastic portion of demand—in line with profit
maximizing behaviour. Consumers now have a positive marginal
willingness to pay for all characteristics—also as expected. The
power of the engine, a standard automatic transmission'’, and
vehicle size are found to be most important. Fuel efficiency and 2
domestic nameplate both have a positive effect on demand, but

'7 Using other variables to measure luxury, such as standard ABS or
models explicitly marketed in luxury segments, leads to similarly positive
estimates. : ' ,
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are not significant at usual significance levels. Finally, the nest-
ing variable is still estimated to be large and positive, albeit not
as large as with OLS. Firms in the same nest seem to resemble
each other also in terms of unobservables, which is plausible.

Finally, in column (4), we also report instrumental vari-
ables estimates of the nested logit model allowing for random
effects by model, to control more explicitly for unobservables'.
These estimates provide a robustness check for the results when
we control more generally for model-specific time-invariant
heterogeneity. Especially, the price coefficient (o) and nesting
variable (o) are estimated extremely similar. These are the only
two parameter estimates that explicitly enter the elasticity calcu-
lation (see below). As a result, own and cross-price elasticities
would be very similar for the model in column (4). The coeffi-
cient on size can hardly be identified anymore, which is not
surprising as this is one characteristic that manufacturers can
hardly change in successive model-years.

2.3 Calculating unobserved variables

The coefficient estimates for the demand parameters in column
(3) of Table 2.2 are now used to calculate the demand elastic-
ities, marginal costs, and unobserved vehicle quality. The first
two will drive the results of the trade policy simulations in the
next section'’. : , _

The demand system yields own and cross-price elasticities for
all 218 vehicles for sale in Canada. A benefit of the random utility
framework is that it allows a general pattern of substitution, while
requiring only the estimation of a limited number of coefficients—
those associated with vehicle characteristics and the degree of sub-
stitution within each nest. As mentioned earlier, for a truly flexible
substitution pattern one has to allow for more random coefficients
than only on the segment dummies, e.g., on price.

18 Alternatively, we could estimate the model with fixed effects, but
more than two years of data would be required. The random effects can be
Incorporated even with the limited data set we have to work with. -

" From now.on we focus on the results for 2005.
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In the one-level nested logit model, the demand elasticities are:

| aqj P; 1 o 4; 4;|
g.=—r~lL=gp | ————"" "7 j e nest
b op; q; Pi\1-6 1-o . L I £
£ _ %% P _ ; o 4 4 both jand k enest g
p; qx l1-0Q, L : |
sjk.z—g"—p—’=apj 95 jenestg, k'enestg'#g
ap; 4 L

Table 2.3 Own and cross-price elasticities for a select number of models

Golf Escape CR—V Sanfé Fe E mox

Civic 2499 0254 0254 0254 0254 0009 0009 - 0009 0009
Mazda3 0195 '-.2.574 0.195  0.195 0195 0007 '0.007 0.007  0.007
Pursuit 0137 0137 2570 0137 0137 0005 0005 0005 0005
Elantra 0062 0062  0.062 " 0487 0062 0002 0002 0002 0002
Golf 0029 0029 0029 - 0020 -3121 0001 0.001 0001 0.001
Escape 0004 0004 0.004 0004 0004 -3".68,(’) 0229 0229 02
CR-V 0004 0004 0004 0004 0004 . 6.2v10 —4.584 0210 0210
SamtaFe 0002 0002 0002 0002 0002 0121 0121  -3448 0.121

Equinox  0.003 0.003  0.003 0.003  0.003 0.152 0.152 _ 0.152 -4.372

Note: The statistics indicate the demand elasticity of the model in column for price changes of the
model in the column. Own price elasticities are on the diagonal. )

We calculate the own and cross-price elasticities between
all models—J*(J+1)/2 elasticities (23871 elasticities in 2005)—
as they are used to uncover the marginal costs the model im-
plies. Table 2.3 lists the own- and cross-price elasticities for a
select number of vehicles from the two largest Canadian market
segments. For each region of the world?*—Canada, U.S. and

20 These five regions will be considered separately in the trade policy
simulations below. :
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Mexico, South Korea, Japan, and the E.U-—we include the
best-selling vehicle. The first five models are from the “small
car” segment, which combines the lower small, upper small and
small specialty cars according to the market segmentation in
Ward’s Automotive Yearbook. The next four models are “small
SUVs”, a nest that combines the small and middle SUVs and
small and middle cross-utility vehicles (car-based SUVs) seg-
ment?! :

A crucial—and - admittedly undes1rable feature—of the
nested logit demand model is that within each nest the absolute
value of the own-price demand elasticity is an increasing func-
tion of a model’s price. This follows directly from the
functional form for demand. Within each segment, all vehicles
share the same demand curve, except for the random individual-
model specific logit error draw. As a result, more expensive
models will be priced higher up on the demand curve, where
consumers are more elastic.

The cross-model elasticity of substltutlon is much higher
for models in the same nest, driven by the high estimate for o,
and the elasticity of substitution between models in all other
nests is the same. Ideally, we would let the added substituta-
bility within each nest vary and estimate seven distinct o
parameters. Brenkers and Verboven (2006) illustrate that with
such added flexibility substitution parameters in more expensive
segments tend to be lower and own-price elasticities do not
have to rise with price. However, given that we only have two
years of data available, several of the estimated ¢ parameters
were estimated higher than 1, although not significantly so,
which ‘is inconsistent with a well-behaved demand system.
Therefore, we were forced to impose similarity of the ¢ parame-
ter in each nest and as a result demand elasticities increase with
price throughout. A factor that exacerbates this tendency is that
more expensive segments in Canada tend to be more crowded,
lncreasmg demand elasticities ﬁthher The elast1c1ty formula

' In the market segmentation followed in DesRosiers pubhcatlons for
Canada “small cars” refers to subcompacts, compacts, and smaller sport cars,
“small SUVs” would refer to compact SUVs, SUVs, and intermediate SUVs.
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clearly indicates that own-price elasticity is increased if a vehi-
cle has only a low market share within its segment. -

The model does perform well in predicting different cross-
price elasticities for models that are in the same segment and
those that are not. For example, a 10% price increase for the
Honda Civic, the most popular model, raises the expected sales
of all other small cars by 2.54%. The effect on models in all
other segments, including the outside good (i.e. second hand
cars), is much smaller, a 0.9% sales increase. A similar price
increase for the Mazda3 leads to only a 1.95% sales increase for
other models in the small car segment. The difference is ex-
plained by the fact that the Mazda has only % of the sales of the
Civic, so given that the own-price elasticity is similar (-2.574
versus -2.499) the number of lost Mazda sales that spill over to
competitors is proportionally lower. S ‘

~ In the consumer’s random utility function is an unobserv-
able model-specific characteristic () that directly enters the
(normalized) market share function linearly—in our estimation
it becomes the error term of the regression. This is the next
quantity that can be calculated from the fitted demand model.
While it will not play an independent role in the results, since
results only depend on the joint effect of the entire part of the
utility function that is common to all individuals’ valuation (),
it provides a useful check for plausibility of the model esti-
mates. The average & is zero for the entire sample, but to aid
comparability we normalize it to zero by segment. Vehicles
with positive & have a higher demand than one would predict
based on the observable characteristics. As such, it measures the
unobservable “quality” of the vehicle. - !

Table 2.4 contains the name, production region, sales, and
price of the same select group of vehicles that were included in
Table 2.3. To give some idea about the relative position in their
segment, their sales rank is also included22.‘ The next column
lists the unobserved “quality” of the vehicle, which by and large
corresponds to our priors. The Honda Civic and Mazda3 record

22 For the small SUVs, I did not ihclude the salés Ieadér, the Pontiac
Montana SV6 because it was newly introduced in 2005.
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positive unobserved quality, indicating that their sales are
higher than one would expect based on the observable charac-
teristics included in the demand estimation. In the case of the
Civic, high resale value springs to mind, and for the Mazda3
the original new design can be noted. The Pontiac Pursuit, on
the other hand, has a large negative quality. It indicates that
the model would be expected to sell in much higher numbers,
‘especially given its low price, strong engine, and large size.

Table 2.4 Calculated unobservables for a select number of models

HondaCivic  Camada 63676 © 1 16200 0523 9697
. Mazds3.  Jmpan 48576 2 1695 032
R -

US. & Mex. 34852 4 15925

Pursuit
,;‘ Hyundai . Sduth ,K(Vn:ea'
o oElantra 00 e
VdIkswagen : EU. 6258
Golf

 FordBscape  U.S. & Mex. 21466

Honda CR-V Japan 16019

5 ,Hyundai 3 ; ;

. SanwFer Do Kores 12383 0 L ;
Chevrolet Canada  12291° 6 26614  0.119 19042
Equinox

Note that in absence of actual transaction prices we use MSRP
as the price. The domestic manufacturers tend to discount their
selling price more than imports. As a result, the unobservable
quality that would be imputed for the Pontiac Pursuit if actual
prices would be available would likely beé even lower. It would
be preferable to use transaction prices instead of MSRP, but
data limitations make this impossible?®. Another notable pattern
is that both Korean entries in Table 2.4 have a below average
imputed unobservable quality. Sales for these models are lower

B Note,thélt J.D. Power collects transaction information for the U.S.,
but the cost of these data far exceeds the budget for this study. :
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than expected, especially given their attractive low price. This
coincides with the general perception that although the quality
of the Korean cars and SUVs has improved spectacularly over
the last decade, they have not closed the gap with their Western
or Japanese competitors entirely. Because we only included
relatively successful vehicles in Table 2.4, average quality tends
to be high. Vehicles ranked much lower in their segment tend to
have lower imputed quality as well—partly as explanation of
their poor sales performance. ‘

Once we add a first order condition for price setting to the es-
timates of the demand system, we can uncover what marginal
costs for each vehicle have to be to rationalize the observed prices.
We assume that firms compete in prices and that observed prices
are at equilibrium in a differentiated products (Bertrand) pricing
game. Moreover, firms are explicitly modeled as multi-product
firms, taking into account the effect of the price of each model on
all the other models they ownZ*. For a derivation of the first order
condition, we refer the interested reader to Berry (1994) or Berry,
Levinsohn, and Pakes (1995). The imputed marginal costs for a
select group of vehicles are in the second last column of Table 2.4.
—me;

| p;

is in the last column. Note that we have explicitly incorporated
multi-product behaviour by the firms. The effects can be seen by
comparing the mark-up on the Pontiac Pursuit and the Hyundai
FElantra. While the marginal costs of both vehicles are similar,
GM chooses to put a much higher mark-up on the Pontiac. The
reason is simply that 9 of the 32 models in-the small car segment
are owned”> by GM and it takes into account that lowering the
Pontiac’s price will to a large extent merely cannibalize the sales

P

Finally, the mark-up on each vehicle, defined as

%We aggregated brands into co;pofate groups—denominated by “firms”
in the paper. For example, even though Ford does not own Mazda outright, we
assume their ownership share gives Ford enough influence to make sure exter-

nalities of Mazda pricing on Ford vehicles are included in Mazda’s decision
making. Table 2.9 below contains a list of the “firms” in the market.

25 In light of the previous footnote, “owned” should really be inter-
preted as “controlled”, as it includes Suzuki vehicles. ’
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of its other offerings in the segment. The substitution patterns in
Table 2.3 illustrate clearly that the bulk of cross-model substitu-
tion happens within each segment. The same reasoning explains
the similar mark-up between the Chevrolet Equinox and the
Hyundai Santa Fe in the small SUV segment, even though the
estimated marginal cost for the Chevy is $4,500 higher.

The much smaller mark-ups for the small SUV segment
versus the small car segment results from the higher average
price for SUVs combined with the restrictive functional form
assumption for demand. Given that the substitution patterns
within each segment dominate and that prices are relatively
similar within each segment, the impact of this on the trade pol-
icy simulations is likely to be second order as cross-product
substitutions are not affected by this.

We now have all the ingredients—a demand system, im-
puted marginal costs for each model, and a market equilibrium
assumption—to turn to the counterfactual pohcy experiments.

2.4  Simulating trade policy changes

In this section, we rely on the previously discussed results to per-
form four counterfactual policy simulations. We look at the impact
of four trade policy changes on a number of important economic
variables. The policy changes for Canada that we consider are:
=  FTA (only) with South Korea
= FTA (only) with Japan
= FTA (only) with the E.U.
* Unilateral abolition of the Canadian import tariff on final
vehicles v
Currently, Canada imposes a 6.1% import duty on finished
vehicles. In each of these four scenarios we will investigate how
the market equilibrium would look differently if vehicles im-
ported from one or more countries would be exempt from the
import duty. A number of caveats are in order before we turn to
the discussion of the results: ‘

1. We do not consider domestic content requirements in this
exercise. It is likely that any FTA agreement would specify
domestic content rules, much like those in force under
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NAFTA. We simply assume that all relevant firms would
(costlessly) be able to satisfy those rules®.

2. One should not interpret the results as a prediction of the
likely future effects of such trade policy changes. We calcu-
late what the market equilibrium would have looked like in
2005 if an alternative trade regime would have been in effect.

3. The results do take into account responses of only indirectly
affected firms. The competitive situation and hence the opti-
mal prices for domestically produced vehicles will differ if
one or more importers are suddenly exempt from import du-
ties. We let all market participants adjust to the new situation.
Hence, our results should be interpreted as long-term effects.

4. We only vary the marginal costs of firms for which the im-
port regime changes—as they do not have to pay duties
anymore. In order to impute the marginal costs that rational-
ize the observed price vector, we had to assume marginal
costs are constant, i.e. do not vary with output’’. As such,
the only thing that changes for domestic producers is the
degree of competition.

5. The effects of the newly opened Hyundai plant in Alabama
and the Toyota plants under construction in Texas and Baja
California are not incorporated yet into this analysis.

6. With our model we are able to analyze the domestic Canadian
market. We will study the impact of trade policy on sales, pro-

26 As noted earlier, in the last two policy simulations we do not modify
the duty treatment of the vehicles assembled by BMW or Mercedes-Benz in
the U.S. Currently these vehicles do not satisfy the NAFTA domestic content
requirements and incur duties when imported into Canada. Under an FTA
with Europe or under unilateral free trade by Canada it would be reasonable
to assume these vehicles would also be exempt from duty (as their joint
E.U./NA domestic content will far exceed any plausible threshold). It would
have been too time consuming to adjust our simulation programs to take this
into account. Note that only 5000 vehicles annually are affected by this
shortcoming, a mere 0.3% of the Canadian market.

z This assumption is made throughout in the literature. Relaxing it
‘would directly affect all firms’ first order conditions and severely complicate
the calculation of a new equilibrium. -

248




duction, imports, prices, mark-ups, profits,” consumer surplus,
and tariff revenue. We will break down the impact by the ori-
gin of production—produced in Canada or imported from one
of the four other regions. However, we do not look at total Ca-
nadian production. Demand in other countries is unlikely to be
affected in any important way by a change in Canadian import
tariffs. As a result, Canadian production for export is assumed
to remain unchanged. Furthermore, we cannot discuss the im-
pact of an FTA with China or Mercosur, because that would be

~mere speculation at this point—how to know the elasticity of
substitution ' between a Dodge Caravan and a not-yet-
introduced Chinese-made vehicle??®

With these caveats in mind, we now turn to the results from
the trade policy simulations. The actual and predicted levels of
all economic variables are in Table 2.5. The four different pol-
icy changes are reported in the different columns. Table 2.6
contains the same results, but shows all effects as percentage
changes relative to the 2005 baseline case. First, we discuss our
calculations by introducing the results for the actually observed
market equilibrium in 2005. - "

2.4.1 _ The baseline case: 2005 Canadian automobile market

The actual quantities of all the relevant economic statistics for
2005 are in the first column of Table 2.5. The average quantity-
weighed price was just over $25,000. The average mark-up,
again weighted by sales, was 31.1% which implies that the aver-
age marginal cost was $19,124. Note that this marginal cost
excludes all fixed costs involved in making, marketing, and sell-
ing a vehicle: designing the vehicle, building and maintaining an
assembly plant, retooling all capital equipment, all advertising
and marketing expenses that are independent of the actual num-
ber of cars sold, fixed costs of maintaining a dealership network,
etc. : , : :

*% In Section 4, when we study automotive comporents, those regions
will be studied. : ‘
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The average price of vehicles produced in Canada is $822
below the national average, while the average American- or
Mexican-made vehicle is $591 more expensive than the national
average. Not surprisingly, the average European import is much
more expensive—at $41,728—and the average Korean import
much cheaper—at $17,678—while Japanese vehicles most
closely resemble Canadian vehicles. In line with the earlier dis-
cussion, we find again that more expensive vehicles are
associated with lower mark-ups. Note that throughout we will
use the term Canadian vehicles for vehicles produced in Can-
ada, including foreign nameplates such as the Honda Civic or
Lexus RX220. Korean vehicles, on the other hand, will include
vehicles badged by Hyundai and Kia, but also some Chevrolets
and Suzukis. In the same spirit, Canadian profits are meant to
indicate all variable profits made on vehicles produced in Can-
ada, irrespective of the owner. o

Total sales in Canada in 2005 amounted to almost 1.6 million
vehicles, cars and light trucks combined; more than % of these ve-
hicles were assembled domestically”’. Of course, the vast majority
of cars assembled in Canada are exported, but as mentioned ear-
lier, we assume Canadian exports are unaffected by trade policy
changes and do not discuss them further. Canadian imports total
1.17 million and just over 2/3 of these come from the U.S. or Mex-

2 Total Canadian sales of models that are produced in a Canadian as-
sembly plant (and possibly in other plants as well) adds up to 401,292 units for
the 2005 model year. Note that total production of these models is much higher
as the majority of output is exported. Note also that actual - domestic sourcing
of Canadian-made vehicles is bound to be lower as firms produce some of
their highest volume vehicles in a second assembly plant in the U.S. As actual
configurations produced differ between plants, some Canadian demand for a
vehicle produced domestically will be filled by U.S. plants. For example, in
2005 DaimlerChrysler sold 216,857 vehicles in Canada, 34,979 of these were
produced locally. Total sales in Canada of the Dodge Caravan, produced in
Windsor and St. Louis, exceeded 60,000. Similar problems exist for GM (Cana-
dian demand of the Chevrolet Silverado and GMC Sierra, produced in Oshawa,
exceeds their “total Canadian production for sale in Canada”. For Honda (Civic)
and Toyota (Corolla), the problem exists as well, but it is not as large. In absence
of information at the model level of the final destination of vehicles, we ar¢
forced to use the definition of Canadian production we adopted.
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ico, entering the country duty-free under NAFTA. The market
share of cars made in Japan is 11.3%, which translates into a Japa-
nese import share of 15.2%. For South Korea, the comparable
statistics are 8.6% and 11.5% and, for the E.U., market and import
shares are 4.5% and 6.0% respectively. Note that these shares dif-
fer from those in Table 2.1 as the model characteristics in that table
are not weighted by sales volumes®”.

Converting the implied consumer surplus into a dollar
amount using the estimated price coefficient yields a surplus of
$33.8 billion—or an average of almost $29,000 per sold vehi-
cle. This is the aggregate utility value over and above the sales
price consumers attach to their new vehicle purchases. This im-
plausibly high estimate is due to the fact that consumers get
vehicle-specific draws in their utility function and, as a result,
people tend to buy cars that give them a high utility level for
factors mostly unexplained by the model. While this is a major
problem investigating the introduction of new goods, see Petrin
(2002), in the current application we do not change the range of
models for sale in the market. While the level of the surplus is
likely to be unreliably estimated, we will only look at changes.
Aggregate variable firm profits are on the order of $11 billion,
26.7% of which are earned on vehicles made in Canada—
approximately in line with the Canadian production share. Note,
once again, that these are variable profits and that they include
all the fixed costs firms incur. They are entirely incomparable to
the accounting profits that firms have to report. Given that fixed
costs are, by definition, fixed, we can still use the profit meas-
ure to get a reliable estimate of how trade policies will affect
firms’ profitability.

% While only 10% of the observations are models produced in Canada,
they represent 25% of sales.
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Table 2.5 Trade policy simulations: levels

Aug. 2005)

 (model year 2005:

Sept. 2004 —

1,179,406

surplus (mil.)

Firm variable )

profits (m) 11034 11053
. Firm profi
* in Canada 2,930

Tanff rg:vehue

$24,253

—_ Canada $24312  $24314  $24304  $24.256

_U.S. & Mexico $25725  $25732  $25.673 - $25598 - $25559

— South Korea $17678  $17343  $17,648 . $17,674 $17,309
$23505 .  $23504  $23603  $23262 $23,343
$41728  $41,774  $41,546  $44016 13

- U.S. & Mexico 29.9%: 29.9% 30.0%
— South Korea 40.7% 41.7% 41.6%
— Japan 33.1% - 33.1%

-EU. 18.9% 18.8%

Canada 401292 399,155° 397,500 398327 392,624
(production) :
U.S. & Mexico 789,553 784260 779,134 782,880 767,776
(import)
South Korea

69
(impor) 135378 148538 133259 134913 145,7
Japan (import) 178319 176,753 205255 175,698 - 200,315
E.U. (import) . 70,093 69,855 67,889 89,940 - - 87,285
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Finally, we can also calculate the government’s tariff reve-
nue from imported vehicles. The model does not provide us
with the import value of the vehicle that we can use to calculate
the duty on. In absence of any other plausible magnitude, we
use the estimated marginal cost for each vehicle as base to cal-
culate duties (on average, across all vehicles, marginal cost is
70% of the final consumer price). While this excludes some of
the fixed costs likely to be subject to tariffs, it includes any
costs incurred in the distribution channels which should be ex-
cluded. Overall, we are not likely to misestimate tariff revenue
by much and in addition, we are mostly concerned with changes
over time. In 2005, our assumption leads to Canadian tariff
revenue of $426 million, or just above $1000 per imported ve-
hicle on average—note that vehicles imported from the U.S. or
Mexico are excluded from duties. :

Our measure of domestic welfare in the final goods sector
of the industry is the sum of consumer surplus, profits earned on
vehicles assembled in Canadian plants, and the government’s
tariff revenue.

2.4.2 FTA with South Kored

In the second column of Table 2.5, the relevant statistics are
reported calculated from a new industry equilibrium where
Korean imports are not subject to the 6.1% import tariff any-
more. The first column of Table 2.6 contains the same results,
expressed as changes from 2005. For the discussion, we will
focus on Table 2.6°!. ‘ -

*! These statistics are calculated by computing a new price equilibrium
from the vector of first order conditions for all firms. Bresnahan (1987) con-
tains a very clear discussion of the derivation of the first order condition for
multi-product firms. The marginal costs for Korean-made vehicles are low-
ered by 1/1.061 and using a contraction mapping the new price vector is
calculated. Note that all elasticities and cross-price elasticities enter the first
order conditions and influence the calculated price change. From the esti-
mated demand system we can then calculate all new quantities, profits, trade
flows, profits and consumer surplus.
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. Table .6 Trade pohcy s1mulat10ns. changes
: i y s y FTA‘“th' 4 e et : _ Unilateral -
i SOuth : . elimination of
: . - Korea oA Japan Canadian tariff
" Price (average) 035% . 0.30%
; _ Markup (average) C0d6% 0 007T% 009%  01%
, ‘Demand O o2s%  053% 045% 122%
_ Canadian production 053% TU074% 0 216%
jmports NA +ROW)  0.52% 104% . 086%  23T%
Consumer surplus . 028% 1.0.60% 0 T0.51% CE137%
Firm profits U 00T%  033%  040% - 0.88%
Firm proﬁtsmCanada L 061% 096% . . 0T1% 2.29%
' Tariff revenue T 2183% 44.84% - -36.62% -100.00%
Domestic welfare .004% T 004% - 0.02% . 20.08%
i
S ,, |
i —Canada C001%  -0.03% 023%  024%
? —U.S. & Mexico 0.03% 0.20% 0.49% 0.65%
— South Korea -1.90% -0.17% -0.02% -2.09%
— Japan ‘ 0.00% 0.42% -1.03% 0.69%
—EU. 0% 0.44% 5.48% . 524%
Mai'i;iixps (Eérééljtage poikntk'é,hangké) EA e = st
Camada  003% - 001% 003% - H001%
~U.S. & Mexico o -0.02% 0.00%  0.07% 0.05%
_ South Korea 0.96% 000%  -001% 0.94%
— Japan -0.02% 0.17% 0.18% 0.34%
—-E.U. 0.03% 0.02% 0.09% , 0.11%
; Quantltles k : k EEI s : L iy
Production — Canada -0.53% 094% -0.74% k -2.16%
Imports — U.S. & L
Mexico o 0.67% 132% . -0.85% 2.76%
Imports — South Korea 9.72% - -1.57%: -0.34% 7.68%
Imports — Japan 088%  1511% -147% 12.34%
Imports — E.U. - -0.34% -3.14% 28.32% 24_.53_"/3_
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The average price in the Canadian market is predicted to be
0.4% lower under an FTA with South Korea than the actual
price observed in 2005. This is the combined effect of four
influences. We will discuss each of these tendencies in detail for
the FTA with Korea, but the same factors will operate in all
other trade policy simulations. In the different policy scenarios
discussed in the following sub-sections, the relatlve importance
of each effect will vary substantially.

First, as a result of the import duty exemption, South
Korean producers have a lower marginal cost which, ceteris pari-
bus, lowers the market price. If their mark-ups would have been
unchanged and if there were no response from competitors, all
Korean prices would have been reduced by 5.75% (1-1/1.061).
The model predicts the average Korean price to decline by only
1.9%, so more factors are at work. The pass-through to consum-
ers of the tariff elimination was clearly less than 100%.

The second effect, which is directly within the Korean
firms’ control, is that, with the new marginal costs, optimal
price-cost margins change. In particular, given that costs are
lower, without changing mark-ups Korean vehicles would be priced
at a lower point on the demand curve, where the elasticity of
substitution is lower, and the optimal response would be to in-
crease prices. The results indicate that the average mark-up did
increase by 1%. We should point out that the size of this effect
is likely to be overestimated because .our functional form of
demand imputes a very low demand elasticity for cheaper cars,
a defining feature of many Korean vehicles. Furthermore, while
the sole Korean firm. is obviously most affected by this policy
change—Hyundal imports 14 models that it assembles in Korea
into Canada—GM’s Daewoo subsidiary also exports 6 models
to Canada, two of which are badged as Suzukis, one as a
Pontiac and three as Chevrolets. Almost 1/3 of Korean imports
in Canada are GM products. :

Third, competitors will react to the Korean price cuts—the
net effect of the lower marginal cost and the higher mark-up is
to lower prices. The results indicate that'the competitive
Tesponses of competitors are limited. Statistics in Table 2.7
indicate that the raw average price change of vehicles produced
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in Korea is -3.57%, while the price drop is several orders of
magnitude smaller, between -0.01% and -0.03% for goods pro-
duced elsewhere. Note, once again that the price response of other
producers will in turn lead to successively smaller price re-
sponses of Korean firms, etc. The statistics in Table 2.7 are the
result of the eventual convergence of all these price responses,
where no firm has any incentive to change its price anymore.
European producers have very little overlap with Koreans,
most of their vehicles are in different segments, and they have
the lowest price response. Several vehicles made in Canada, the
first line in Table 2.7, are in segments where Korean vehicles
are important, lower cars and lower SUVs and we find a larger
response for Canadian-made vehicles. Disaggregating the price
changes in Table 2.7 further (numbers not reported in the table)
would reveal that Canadian-made vehicles in the small car seg-
ment see a 0.07% price drop, while those in the luxury car
segment become only 0.02% cheaper. Similarly, averaged over
all non-Korean producers, small SUVs become 0.05% cheaper
while there is no noticeable price change in the upper SUV
segment—where no Korean-made cars are sold.

Table 2.7 Average price change in response to trade policy change

FTA with; - Unilateral

 Vehicles

o diminationor,
producedin: ~ SouthKorea  Japan  EU. Canadian tariff
LB SRl
US. & Mexico L002%  -005%  -002% -0.08%
SouthKorea  -3.57%  -008%  -0.02% 3.67%
Japan 002%  -444%  007% 14.54%
EU. 001%  006% . -481% -4.87%

Fourth, composition effects cannot be ignored. In Table 2.6,
average price changes are minimal for all other regions, but
looking at further digits reveals that they are positive. As the
results in Table 2.7 clearly indicate, this does not imply that
firms actually increase their prices—in fact the price of every
single vehicle sold in Canada declines with the FTA. Rather, it
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implies that the composition of goods sold changes. Given that

Korean products—which tend to be priced at the low end of the

market—are even more competitive after the trade policy

change, other producers lose sales there, which changes the
weight on their average price towards more expensive vehicles.

Similarly, the 5.75% decrease in Korean marginal costs
combined with the 1% increase in the mark-up does not trans-
late into 4.75% lower prices because the composition of sales
also changes for Korean firms. This is the result of two factors
that lead to a higher relative weight on more expensive vehicles
also for Korean producers. First, given that the demand elastic-
ity is estimated to be increasing in price, a much greater fraction
of the tariff savings are passed along to consumers of more ex-
pensive vehicles. It improves the competitive position of Korean
vehicles much more in more expensive segments (middle cars and
lower SUVs). Second, Korean firms are not as well represented
in these upper segments, so their lower prices are less likely to
lead them cannibalizing their own sales. In the lower SUV seg-
ment only 10% of the models are produced in Korea, as
opposed to 30% of lower car models. Both factors lead to
higher sales increases for more expensive Korean vehicles,
which increases their average price.

Given this elaborate discussion, the rest of the results

should be straightforward: ,

" Average prices fall slightly, which is mainly driven by an
imperfect pass-through of the tariff reduction on Korean ve-
hicles and to a lesser extent the result of competitive
responses by other producers.

= A{lerage mark-ups increase for Korean firms, mainly as a
- result of their lower marginal cost. Foreign firms lower their
- mark-ups slightly, both as a competitive response to the Ko-

reans and as a compositional effect as their sales become
more heavily weighted towards expensive vehicles.

* Aggregate vehicle sales increase, not surprisingly, as the av-
erage price of every vehicle sold in Canada declines. The
pattern follows the mark-ups. The magnitude of the increase
is lower than the price increase (even though virtually all ve-
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hicles are priced on the elastic portion of demand), because
mark-ups increase as well. '

= Korean imports increase, while all other regions—including
production in Canada—Tlose. We conjecture that the current
demand system—with elasticities being uniformly increasing
in price—underestimates the impact of the Korean output re-
sponse. The Korean import response is sufficiently large that
net Canadian imports increase for sure.

= Lower prices lead to a higher consumer surplus, but less
profit is made on vehicles produced in Canada—providing
opposite effects on aggregate welfare.

= Tariff revenue for the government is reduced by almost‘22%.

= If we look at aggregate welfare in dollars terms, Table 2.5,
we find that consumer surplus increases by $95m, made-in-
Canada profits fall by $18m, and government revenue falls
by $93m, for a net Canadian loss of $16m or a mere 0.4% of
the welfare generated in this industry. Two caveats g0 with
this finding. First, a demand system that estimates a higher
demand elasticity for vehicles made in Korean—which
seems plausible—‘—would increase the benefits. Second, the
loss in firm profits will to some extent accrue to the foreign
owners of the Canadian plants (U.S. and Japanese corpora-
tions)—although part of the increase in variable profits
might be captured by the workforce. This might lead one to
discount the profit loss in Canadian welfare calculations.

2.4.3 FTA with Japan

The gist of the analysis associated with a Japanese FTA is simi-
lar to the analysis in the preceding sub-section.’ The demand
clasticities in Table 2.8 preview the effects one can expect.
Even if we limit attention to cars—the pattern on light trucks
which are on average more expensive would be similar—
Korean firms have a median demand elasticity significantly be-
low the median for all other production regions, especially
below Japanese or European imports. The last column of Table
7.8 contains these demand elasticities for all cars. As mentioned
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earlier this is a combination of the functional form of our
demand system as well with a crowded product space in more
expensive segments of the market.

Importantly, the large difference in the last column is for
the most part a compositional effect. Within each market seg-
ment the differences between the regions are much smaller.
Korean cars simply tend to be positioned predominantly in the
small car segment, where demand elasticities are estimated to
be low for all producers. This fact will work its way through the
entire analysis.

One notable effect is that even though Japanese firms lower
their prices on every single vehicle in every segment—90% of
the Japanese price reductions range between 3.6% and 5.1%,
indeed very close to complete pass-through—the composition
effects are so strong that the average sales-weighted Japanese
price ends up 0.42% higher under an FTA with Japan. This is
largely the result of very expensive Lexus, Acura, and Infiniti
products that see relatively large sales increases and pull up the
average Japanese price. Given that these models are priced at
the very elastic point of the demand curve, pass-through of the
tariff savings is almost perfect, while at the same time consum-
‘ers are estimated to be very price responsive.

Table 2. 8 Medlan own—prlce demand elastlclty for all car segments
by car segment s

o - Medium

:Vehlcles produced in:  Small  &large Luxury All cars
Canada 247 374 0 329 344
U.S. & Mexico 2.60 -3.94 -8.14 | -4.01
South Korea 2.05 456 252
Japan 257 448 -7.04 -5.00
E.U. -3.04 -4.75 9.46 -6.99

Mark-ups are estimated to change less than with the Korean
FTA, which is the result of a much smaller share of Japanese
vehicles in the lowest price segments. The best-selling Toyota,
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Honda, and Nissan small cars are all produced in North America.
Given that mark-ups are estimated to be lower in the more ex-
pensive segments, we find less of a response by Japanese firms
‘as well as by competitors. Notably, the largest effect is for
European producers which compete with Japan-made cars in all
luxury segments. - :

Because the estimated pass-through of the tariff savings is
higher than in the Korean FTA case and because the estimated
demand elasticity for Japanese products is higher on average,
the estimated import increase of Japanese cars and light trucks
is higher, at 15.1%. This increase works its way into higher total
imports in Canada, 1.04% higher, and lower domestic produc-
tion, a change of -0.94%.

While the average price drop is lower under an FTA with
Japan than with Korea, -0.27% versus -0.35%, to a large extent
this is caused by consumers trading up and purchasing more ex-
pensive Japanese imports. The increase in consumer surplus is
twice as high as in the previous analysis, +0.60% versus +0.28%.

While 2005 imports of Japanese vehicles were only 32%
higher than Korean imports, the average value of these vehicles
was much higher. As a result, the cost of the FTA in lost tariff
revenue for the Canadian government is estimated to be more
than twice as high as in the previous sub-section, -44.8% versus
-21.8%. As a result of this final factor, and in spite of the robust
consumer gains with a Japanese FTA, overall Canadian welfare
is estimated to be lowered by exactly the same amount as in the
preceding analysis, -0.04% or $15m. However, the distribution
of that amount is noticeably different. Consumers would gain
$203m, more than twice as much, while the bulk of the loss
would fall on the government. Of course, indirectly this burden
falls on the taxpayers, approximately 80% of which bought the
outside good (i.e. not a new car) in 2005.

2.4.4 FTA with the E.U.

Finally, the higher demand elasticity of the median European
car in every segment, see Table 2.8, leads to qualitatively simi-
lar results as in the Japanese FTA case, but with even stronget
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compositional effects. For example, the average price is pre-
dicted to increase, as the extremely expensive European
vehicles gain market share. The same compositional effects,
lead to a lower weighted-average European mark-up, as per-
centage mark-ups are estimated to be lower for more expensive
vehicles. The intermediately-priced Japanese producers, on the
other hand, see sales of their most expensive vehicles decline,
which raises their average mark-up.

The prlce responses are rather impressive. The average Ca-
nadian price is estimated to increase by almost a full percentage
point, even though the average mark-up goes down. Consumers
trade up to more expensive vehicles very aggressively, which
leads to an increase in consumer surplus almost as large as un-
der the Japanese FTA—even though European imports
numbered less than half of Japanese imports in 2005. This surge
in expensive car purchases also boosts firm profits, which on

average rise by 0.40%, although lower domestic production

hurts Canadian producers. As before, the loss of tariff revenue
on the expensive European imports is estimated to set Canadian
tariff revenues back a full 36.6%, a revenue loss almost twice as
high as under the Korean FTA even though Korean imports, in
units, were almost double European imports in 2005. When all
is said and done aggregate welfare hardly budges, falling by
$6m or about 20c per Canadian.

We do not discuss these results at length because they
depend crucially on the high demand e]astlclty for expensive
vehicles. 30 of the 38 European imports are in the luxury car or
large and luxury SUV segments. Even the three European en-
tries. in the small car segment are among the 10 most expenswe
vehicles in that segment. While only 17% of models sold in
Canada are assembled in Europe, 56% of the luxury car seg-
ment entries are.

Moreover, the 38 European imports are sold by 6 different
firms while the 20 Korean imports are sold by only 2 firms. As
a result, in the case of a European FTA, multi-product consid-
erations are not holding firms back from lowering their prices.
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The effects of this very different market presence and own-
ership structure for firms from the different regions shows up
directly in the price adjustments to the different FTAs. The lines
in Figure 2.1 plot a smoothed histogram for the distribution of
percentage price changes under the three different scenarios
only for the models that gain a direct advantage of the policy
change, i.e. the price changes for Korean-made vehicles are
plotted only in the case of the Korean FTA, and similarly for the
other two regions. The green line represents the distribution of
price responses for Buropean-made cars under an FTA between
Canada and the E.U. Clearly price changes are concentrated
around -5.1%, very close to the 5.75% that would indicate com-
plete pass-through of tariff changes. In contrast, the red line for
vehicles made in Japan shows many more intermediate price
changes, around -4.3%, while the blue line for Korea indicates
that for many of those models price reductions are less than half
of the tariff reduction.

While the extent of substitution between imports and do-
mestic production and between the imports of the different
countries is likely to be robust to the other specifications of the
demand system, this difference in average price responsiveness
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by region hinges crucially on the average difference in demand
elasticity. It is not impossible that consumers purchasing the
expensive vehicles are indeed as price sensitive as the demand
model predicts, but to increase confidence in the results, we
would like to see how high the « coefficient on price would be
estimated when price changes over time are used to identify the
coefficient, rather than an identification solely from the cross-
section of vehicles as is currently the case. Also, a more general
demand model should ideally either incorporate a random
parameter on the price or different nesting parameters by seg-
ment. Unfortunately, incorporating these changes would require
much more data and take a lot of time. -

245 Unilateral elimination of the Canadian import tariff

Finally, a unilateral elimination of the import tariff by Canada,
results are in the final columns of Tables 2.5 and 2.6, is pre-
dicted to lead to the largest drop in aggregate welfare of the four
trade policy experiments. One might be surprised by this find-
ing, as the common economic wisdom predicts that free trade is
good for welfare, or not? One should not forget that this is a
concentrated industry with differentiated goods and firms are
expected to have a lot of market power. Moreover, distribu-
tional effects between consumers, domestic and foreign profits,
and the government are crucial. _ '

In particular, consumers are estimated to gain the equiva-
lent of $464m in consumer surplus, while Canadian producers
are expected to lose $67m on-their domestically produced vehi-
cles—relative to the 2005 baseline. However, these same firms
are also importing a lot of vehicles, and on average the world-
wide firm profits are predicted to increase by $97m.

The results in Table 2.9 break the aggregate profits down
by firm. Firms that rely more on imports are likely to gain most.
Most prominent are Hyundai, BMW, Nisgan, and Ford. Note,
however, that the new Hyundai plant in Alabama will lower the
expected benefits that Hyundai can hope to achieve from tariff
elimination. Only firms that produce a large fraction of their
Canadian sales domestically, especially GM and to a smaller
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extent also Honda and DaimlerChrysler, stand to lose from the
Canadian elimination of the import tariff.

Table 2.9 Change in profits without the Canadian import duty
by firm)

porate group

GM 83601 -$60 1.67%

Ford $2,136 $22 1.04%
DaimlerChrysler $1,625 -$4 -0.25%
Toyota $1,150 $15 1.33%
Honda $962 -$11 -1.10%
Hyundai $585 $53 9.00%
Nissan $456 $24 5.35%
Volkswagen $219 $13 6.17%
BMW ' $140 $25 18.04%
Subaru $93 $8 8.92%
Mitsubishi L - $58 $3 4.90%
Porsche $12 $8 64.23%
Total $11,034 - $97 0.88%

Note: The corporate groups include partially owned subsidiaries: GM includes
Suzuki and Ford includes Mazda

So while consumers would gain from such a trade policy
and most of the firms would as well, the Canadian government
would lose $426m in tariff revenue, or approximately $24 per
labor market participant, which is not negligible. On the other
hand, the higher price for the average vehicle combined with
higher demand would increase sales tax. Additional GST reve-
nues would run to $42m for the federal government and 2
similar amount for the provinces. These numbers are not included
in the welfare calculations because a gain for the government
would be a loss to consumers. s
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At the same time Canadian production is estimated to de-
cline by 8,668 units annually. While this is not nearly enough to
noticeably impact assembly plant capacity decisions, no doubt
some jobs would be lost—including employment in supplier
plants—and some workers would face transition costs. On the
production side, it is notable that the U.S. and Mexico would be
slightly harder hit than Canada in percentage terms, but in total
units of production the sales decline south of the border would
total 21,777 units. Given the compositional effects discussed
earlier, it is no surprise to find that although all three importing
regions benefit, the import gains go disproportionately to the
E.U., which sees its imports increase by almost 25% versus
only 7.7% for Korea.
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3. Impact on FDI in assembly plants

This section assesses the potential impact of eliminating MFN
tariffs discussed in section two above for new vehicles on the
location: decisions of auto assembly in North America, particu-
larly in Canada. What will be the impact of Canada’s bilateral
or regional FTAs, those already in existence and those under
negotiation (such as Canada-Korea) on other trading partners’
location decisions in Canada? ,

A tariff on final vehicle imports provides incentives for
foreign firms to establish local production capacity to avoid the
tariff, so-called tariff-jumping. While at the margin the effect
certainly exists, current tariff levels are sufficiently low and the
overcapacity in the industry sufficiently large that we do not ex-
pect much of an impact. The expected cost of the elimination of
the tariff on final vehicle imports is the product of the following
four factors:

(1) Probability that a foreign firm will decide to build a new
assembly plant in North America in the near future.

(2) If such an investment would take place, the probability that
the elimination of the Canadian tariff would stifle the project.

(3) If such an investment would have taken place, the probabil-
ity that a site in Canada would have been chosen over one
in the U.S. or Mexico.

(4) Net benefit of an assembly plant to Canada.

Each of these four factors will be discussed separately in sub-
sections 3.1-3.4. We will argue that (1) few new capacity addi-
tions in North America can be expected in the next decade; (2) the
impact of Canadian trade policy on such FDI decisions is likely to
be minor; (3) the likelihood of any future investment in North
America assembly capacity going to Canada is lower than in more
central locations; (4) a significant fraction of the value to the Ca-
nadian economy will be “lost” to the firm making the investment
in the form of a subsidy to attract the FDI in the first place.

Moreover, if a change in Canadian trade policy is matched
by a similar tariff concession abroad, the effect would also work
in reverse, as discussed in Section 3.5. Tariff<jumping FDI
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abroad would stop, potentially increasing investment in new or
existing North American plants.

3.1 New capacity additions in North America

The probability that a firm will expand assembly capacity in
North America beyond the currently announced expansion plans
is fairly small. Table 3.1 indicates the number of assembly plants
in operation over the last thirty years. Even though the production
level in North America was higher in 2004 than in 1985 (see Fig-
ure 1.1A), the number of assembly plants has remained more or
less constant. Canada and the North-East of the United States
have seen a loss in plants, and more closures have been an-
nounced. Mexico and the U.S. South-West, on the other hand,
have seen more plants open than close over the last decade; these
areas have been particularly popular with transplants—foreign
producers. ' ‘

Table 3.1: Noﬁrth’Amefrican assembly plants (1975—2004) ‘ ;
1975 1985 1995 12004  announced

Total plants ‘ 68 85 88 84

Canada ' 10 12 14 10 +1,-1
USA North/East 35 46 43 41 3
USA South/West 18 18 18 22 +2,-1
Mexico 5 9 13 11

By ownership R e

Americanl 66 79 70 65 -5
Asian , 1 4 14 16 4
European 1 2 4 3

Notes: 1 Includes plants now owned by DaimlerChrysler; Ford will announce
assembly plant closures in January 2006, the expectation is 3-4

Source: Ward’s Automotive Yearbook (various years) and Ward’s Infobank
(2004) .

A net decrease in capacity in the coming years is expected
as GM and Ford are likely to close more plants than the Euro-
pean or Asian producers will open. In terms of FDI for Canada,
it does matter where the transplants will put their new plants.
For foreign producers that operate only a few plants on the con-
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tinent, it is often advantageous to locate them close by one an-
other so they can share suppliers more easily. Moreover, now
that most cars and light trucks are produced in smaller model
runs in a single plant and shipped across the continent, econo-
mizing shipping costs makes the centre of the continent
relatively more attractive than Canada®

Table 3.2 lists each foreign firm currently selling vehicles
in North America with their production and sales statistics for
2002. Firms are ordered by total sales; it is also indicated what
fraction is satisfied by domestic production, and how many
vehicles are imported.

Toyota has just completed construction of a compact pickup
plant in Baja California, Mexico and will start production at its
full-size pickup plant in Texas in 2006. It has announced a new
plant for compact SUVs in Woodstock, Ontario. Production of
each of these plants is not factored into Table 3.2 yet and they
will add at least 400,000 vehicles to Toyota’s North American
production capacity. Given the high growth rate of Toyota’s
North American sales—it consistently averages almost 10% in
Canada and the U.S. and it only recently entered the Mexican
market—a new plant is certainly on the horizon.

Honda has also seen large sales increases, but in 2002 it only
imported 334,000 vehicles. While this is certainly enough to fill
an assembly plant, this total comprises a wide range of models
that even with Honda’s flexibility would be hard to produce in
one plant. Honda now produces more vehicles in North America

*2 The changing geography of the industry in North America is a topic I
cannot possibly do justice here. I refer the interested reader to recent work by
Thomas Klier, senior economist at the Federal Reserve Bank in Chicago. His
most recent analysis on the subject have appeared in the bank’s Economic
Perspectives series, third quarter of 2005. Chicago Fed Letters in February
2005 and March 2006 have featured articles on the transition of the auto
supplier industry with a particular focus on the role of the Midwest. On the
other hand, the analysis in the presentation that Sean McAlinden of the Cen-
ter for Automotive Research gave at the April 2006 conference on “The New
Geography of Auto Production” organized by the Chicago Fed in Detroit
was much more critical of the North-South shift (the presentation is online at
the web site of the Chicago Fed).
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than in Japan. Its North American sales have increased a lot in
the last three years as it entered many new segments, especially
in light trucks. In the past, Honda added a second assembly line
to an existing site (Marysville, OH and Alliston, Ontario) to in-
crease capacity. Especially its latest plant in Lincoln and its
Mexican plant are still a lot smaller than their other operations
and could be expanded before Honda ventures to a new site.

Table 372?,VN°Fth American production anq sales of forgign firms

_ Production
Toyota1 1,196,019 1,912,729 1,110,753 801,976
Honda 1,138,717 1,443,595 1,109,618 333,977
Nissan® 750,925 1,016,167 714,512 301,655
Volkswagen 332,876 662,585 297,211 365,374
Hyundai 442,036 442,036
Mitsubishi’ 174,466 349,200 170,268 178,932
Mazdal 47,603 329,353 120,151 209,202
BMW 124,374 280,295 58,662 221,633
Kia ' 266,359 266,359
Subaru-Tsuzu' 131,833 255,438 137,912 117,526
Mercedes-Benz 102,983 231,315 43,337 187,978
Suzukil 12,609 79,413 8,380 71,033
Daewoo ' 38,254 38,254
Porsche 22,793 22,793 -
Renault 15,386 11,185 4,201
Peugeot 9,148 9,148
Notes:

1 Production includes the shares in joint ventures: NUMMI (Toyota),
AutoAlliance (Mazda), CAMI (Suzuki), Subaru-Isuzu, Diamond-Star
(Mitsubishi). Includes Toyota production at NUMMI;

2 Nissan production includes its output for Renault in Mexico !

The third largest transplant producer, Nissan, operates 2
huge plant in Smyrna, TN and two large Mexican plants. In
2002 it imported 302,000 vehicles and it is growing strongly
recently. Given the closer integration with Renault, there are
always rumours that the French automaker might consider a
comeback to the U.S., but that is highly speculative.

After a number of lean years, Mazda is working its Auto-
Alliance joint venture with Ford flat out, producing more than
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260,000 vehicles at full capacity. The majority of these, how-
ever, are Ford Mustangs. Even with a string of very well received
models, in 2004 the Mazda 3 became Canada’s best selling pas-
senger car, its total North America sales have not increased
beyond its 2002 level. Given that Ford, which owns a control-
ling stake in Mazda has a lot of spare assembly capacity,
greenfield investments by Mazda are not on the horizon.

Mitsubishi, Subaru, Isuzu, and Suzuki are in not in great
shape and surviving is the first priority for these firms now. The
proliferation of vehicles, discussed in Section 1.3, greatly in-
creases the development burden for these smaller firms.
Mitsubishi was associated with DaimlerChrysler and they were
developing a compact car together, but that link has been sev-
ered. Subaru was partly owned by GM, but that stake was taken
over by Toyota. It will take a long time to integrate production
of Subaru’s in Toyota plants, should Toyota choose to do so.
Isuzu and Suzuki are still partly owned by GM, but their total
sales would barely dent the surplus capacity at GM.

Summing up for the Japanese producers, Toyota is likely to
increase its North American assembly capacity by at least one
plant in the next decade. Honda and Nissan might consider in-
vesting as well, but their plant has to be either relatively small
or extremely flexible, because their imports are a varied bunch.
The recent decrease in the yen, the possibility to expand existing
North American factories (outside Canada), and Honda’s over-
capacity in Japan, makes a new plant unlikely to happen soon.

The next investor in North American assembly plants will be
Hyundai, which recently opened a plant in Alabama. Early 2006 it
decided on a site in Georgia for its Kia subsidiary, nearby its
Hyundai plant in Montgomery, AL so it can share suppliers for its
two plants. Further capacity expansions are highly uncertain; the
viability of the Kia plant already relies on a very ambitious sales
projection and the Alabama plant will take some time to ramp up
its production to its full capacity of 300,000 vehicles per year.

Finally, in 2003-04 the European producers were also con-
sidering North American assembly plants ‘when the euro was
breaking records on the currency markets on a daily basis. More
recently, North American production capacity is not the highest
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priority for most manufacturers. Volkswagen, the largest Euro-
pean importer, has seen sales of its main brand slump and faces
high restructuring costs and overcapacity in Europe. An Audi
plant is not entirely impossible, but at sales below 100,000 it is
unlikely. Mercedes-Benz does not produce any sedans in North
America and quality control problems makes this an unlikely
proposition for the near future. BMW produces less than 10,000
cars in Mexico and around 25,000 roadsters in Spartanburg. The
majority of its sedans and even its new compact SUV are im-
ported. Given that it is unlikely that the Mini, the 3 series and
its larger cars can be produced efficiently together in one plant,
a new BMW plant in North America is also highly unlikely.

In sum, for the coming 10 years that leaves one plant for
Toyota, probably one plant for Honda, and maybe one for Nissan
to substitute domestic production for imports”.

3.2  Sensitivity of investment in vehicle assembly to Cana-
dian tariffs

If an assembly plant satisfies domestic content requirements
under NAFTA, it qualifies for duty-free exports to other
NAFTA member states. In this case, the effect of the elimina-
tion of the Canadian import tariff on a firm’s likelihood to g0
ahead with the project is independent of the actual location of
the plant—discussed in the next Section™".

If a firm were contemplating constructing a new plant any-
where in North America (or add capacity to an existing plant),
we have to consider how the probability of an investment

33 At the time this document was last revised, both Honda and Kia had
confirmed that they will build their next assembly plant in the U.S. Toyota’s
announcement to built a second assembly plant in Ontario almost guarantees
no further assembly investments of the company in Canada in the near fu-
ture. That leaves only Nissan as a possible new investor and according 10
news reports, the Ontario government has already started talks with the com-
pany (The Canadian Press, May 17, 2006).

34 If a plant is located in Canada or Mexico, satisfying the domES_tiC
content requirements is imperative for a plant's viability because of the s1z¢
of the U.S. market.
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would be affected by a Canadian tariff cut. Given that produc-
tion of virtually all North American plants is sold over the entire
continent, Canadian sales will be proportional to Canada’s size
in the North American market. In 2002 this share was 8.7% and
declining over time. Value weighted its share will be even lower
as the average price of vehicles sold in the much larger U.S.
market is higher and the lower average price in Mexico applies
to only approximately half as many vehicles as sold in Canada.

For trade policy, the scenario we are interested in is a foreign
producer that in the presence of the Canadian tariff of 6.1%
would decide to build a North American plant, but in absence of
the tariff would cancel the investment. For a typical greenfield
investment of 150,000 vehicles that would mean on average
13,050 vehicles heading towards Canada. At a ballpark out-the-
factory-door cost of $20,000, the elimination of the Canadian
tariff would tilt the balance of costs and benefits of the new
plant by less than $16m against investing in North America.

One can think of a lot of other idiosyncratic changes that
would have an equal, even larger, effect. Note that the annual
output of the hypothetical plant is estimated to be worth $3b and
that each 1% change in the value of the foreign currency would
have more than double the effect of the Canadian trade policy. To
put this in perspective, over the last year the dollar has appreci-
ated 15% against the yen and 12.5% against the euro. These
trends are approximately 30 times as important as any change in
Canadian trade policy. Any increase in shipping costs per vehicle
by $105, which is likely to be less than the impact of the recent
doubling in fuel prices, would have an equal effect in favour of
locating in North America. A change in labour costs at the as-
sembly plant of only 3.5% would also have a comparable effect.

In sum, we believe that the share of any North American
production heading for the Canadian market is too small for the
Canadian tariff of 6.1% to have much of an impact. Throughout,
we have assumed that the U.S. tariff levels, at 2.5% for cars and
4% for light trucks, remain constant. Given the much larger im-
portance of the U.S. market, the elimination of U.S. tariffs on
final vehicle imports would have an impact on foreign firms’
location decisions that is more than five times larger.
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3.3  New capacity additions: Canada versus the U.S. or
Mexico

Even if a firm would change its investment plans in response to a
Canadian tariff cut, it would only constitute a loss of FDI for
Canada if the plant would have been constructed there otherwise.
As long as firms produce vehicles that satisfy the NAFTA do-
mestic content requirements, currently 62.5%, the location within
the NAFTA area is independent of the individual countries’ tariff
levels. Even though import tariffs on final vehicles in the U.S. are
lower than in Canada and much lower than in Mexico, this does
not make the U.S. a more attractive location because all local
- production can be traded within the area duty free.

Assuming a firm wants to establish a new assembly plant in
North America (analyzed in Section 3.1) and assuming that this
investment would be cancelled if Canada eliminated its import
tariff (analyzed in Section 3.2), we now investigate what the
probability is that Canada would have been chosen for a new as-
sembly plant site. The Canadian track record in attracting FDI is
readily available. Table 3.3 lists the ten most recently constructed
or announced light vehicle assembly plants in North America.
Only one of those plants will be built in Canada. The Northern
U.S., the traditional hotbed of the industry only received two
plants (one of which was very small). Clearly, the most popular
region has been the Southern U.S. and to a lesser extent Mexico.

Three factors are important for future North American
plants. There are clear network effects in organizing one’s supply
chain. If two assembly plants are located reasonably close, they
can use the same supplier even for parts which are just-in-
sequence, i.e., for which suppliers cannot be farther than a 24
hours drive. This makes it likely that the new Kia plant, which 1s
supposed to be the next North American plant, will be con-
structed close to the Hyundai plant in Montgomery, AL. Such co-
location decisions by foreign producers make it also more likely
that their preferred suppliers from their home country will join
them in North America.




Canada e
_Woodstock, ON  Toyota
 Northern United States =~ i
Mishawaka, IA GM (AM Gen.)

_Lansing Gr. Rapids, MI oM

 Southem United States g
Lincoln, AL Honda 2001 Light trucks

. Canton, MS Nissan ) 2003  Full size pickups
Montgomery, AL Hyundai 2005 Carsand SUVs .

S’an,Antonio, TX Full size picku s
,Méxicb’“

Toluca . BMW 1999 Cars

Toyota 2006

Toluca North DaimlerChrysler 2001 Light trucks
Baja California ‘ Toyota 2005 Compact pickups

Source: Ward’s Automotive Yearbook (various years); Automotive News (various
issues)

Of course, given that both Toyota and Honda already own
plants in Canada, this could work to Canada’s advantage. In the
case of Toyota, the ability to share suppliers with its well-
established Cambridge operation was crucial in the selection of
Woodstock, Ontario for its seventh North American plant. It is
not implausible that Honda will also look at Ontario sites should
it decide to build a new plant in North America. Furthermore,
given that a lot of FDI takes the form of expanding an existing
facility, the presence of two Toyota, one Honda, and one
Suzuki-GM plant in Ontario also opens the door to further
capacity increases in Canada. Table 3.4 contains all active, an-
nounced, and recently closed Canadian assembly plants.
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Table 3.4: Canadian final assembly plants (light vehicles)

Plant name Owner Capacity ~ Start-up  Closed

Active: i ; -up ,

Alliston 1 Honda ' 390,000 1986

Alliston 2 ‘ Honda 1998

Cambridge North Toyota 270,000 1988

Cambridge South Toyota 1998

Ingersoll ‘ CAMI (GM-Suzuki) 100,000 1989

Oshawa Truck GM 275,000 1964 (?)

Oshawa #1 GM 545,000 1954(?) -1/3in
_ 12006

Oshawa #2 ' -GM o 1954 (7) 2007

Oakville Ford 290,000 1953

St. Thomas Ford 230,000 1967

Bramalea, (Brampton) DaimlerChrysler 240,000 1986

Windsor DaimlerChrysler 350,000 1928

Announced: :

Woodstock ' Toyota 100,000 2008

Closed:

Ste. Therese, QU GM . 1965 2002

Ontario Truck (Oakville) ~ Ford _ 1965 2004

Pilette Road (Windsor) DaimlerChrysler 1975 2003

Halifax, NS “Volvo. : 1963 1998

Bromont, QU Hyundai : 1989 1993

Notes: Unless otherwise indicated, all plants are in Ontario, this comprises all
remaining plants.

A second factor, already mentioned before, is the desire to
minimize shipping costs for vehicles, which tend to be much
greater than for parts. As long as the most popular vehicles had
annual sales greater than the minimum efficient scale of a single
assembly plants, several plants around the continent were set
up to satisfy demand. Currently, this is only the case anymore
for a few full-size pickup trucks. Most other vehicles are
assembled in a single North American plant. This makes a cen-
tral location on the continent more attractive, and works t0
Canada’s disadvantage. ‘

The third factor that plays a large role in the selection of an
assembly site is government subsidies. There is a large literature
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on location incentive tournaments that pit multinational enter-
prises against the governments in whose jurisdictions they
consider investing. It is uncertain to what extent the subsidies
influence the investment decision, but they certainly have an
impact on the location if the FDI goes ahead. The decision of
Ford to completely overhaul its minivan plant in Oakville,
which has been operating:below capacity for a while, and Toy-
ota’s decision to locate its latest plant in Ontario were facilitated
by the Ontario and federal governments’ recent subsidy initia-
tives. In April of 2004, the provincial government made $500m
in funds available under the Ontario Automotive Investment
Strategy, to cover 10% of investment costs of projects exceed-
ing $300m. The federal government launched the Canadian
Skills and Innovations Project in June, 2004 and pledged $1b
for Canadian manufacturing, half to match the Ontario initia-
tive. While this indicates that the different Canadian
Jurisdictions are willing to enter the subsidy game to attract in-
vestment—making investments in Canada more likely—it also
lowers the (remaining) value of an assembly plant to the econ-
omy, as the investing firm is able to extract some of the surplus.

Finally, it should be mentioned that a plant located in the
U.S. could choose not to satisfy the NAFTA domestic content
requirements and simply pay import duties on the (small) frac-
tion of production that is exported to Canada. For example, the
BMW plant in Spartanburg, NC and the Mercedes-Benz plant in
Vance, AL are estimated to have only 35% domestic content,
well below the 62.5% required for duty-free access to Canada.
Given that the models built in these plants are less appealing to
the Canadian or Mexican market, luxury SUVs and a roadster,
the companies simply pay the import duties. In this case, the
elimination of the Canadian tariff would not lead to lost FDI for
Canada, but it would cost Canada tariff revenues.

3.4  Net benefit of a new vehicle assembly plant to the
Canadian economy ‘

Finally, in the unlikely case that a firm decides to cancel a
Canadian investment project because the Canadian tariff was
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cut, we discuss the loss to the Canadian economy of this lost
FDL. This is a hotly debated topic and estimates range widely.
The most recent paper on the topic, by Michael Greenstone and
‘Enrico Moretti, estimates the spillover effect of such an invest-
ment on the regional economy from increases in local property
values in the selected location relative to the trend in extremely
similar runner-up location(s). They find a significant and posi-
tive effect using a sample of investment projects in a variety of
manufacturing sectors. B

The automobile industry is in some respects different from
most industries. (i) With certainty additional employment will
be generated in supplier plants that locate nearby, although the
multiplier has been declining over time. (ii) Wage rates in the
industry are substantially above manufacturing wages in similar
locations and the difference seems too large to be explained en-
tirely by human capital differences.’ The traditional explanation
is that the well-organized unions have been able to extract some
of the rents in this oligopolistic industry. (iii) The automobile
industry is becoming increasingly high-tech. The R&D expendi-
ture per capita in Michigan is the highest of any state in the
United States and 85% of it is in automotive technology. Unlike
many other sectors, the vast majority of research is privately
funded. This research intensity can create technology spillovers
to nearby firms and human capital spillovers in the workforce as
workers receive continuous training.

While these factors would increase the beneficial effect for
the local economy of attracting automotive investments, they
have also encouraged governments to offer subsidies to attract
these plants in the first place. While the size of the externalities
associated with automotive FDI can be debated, they are cer-
tainly positive. However, the spillover effects would be positive
for several jurisdictions. As a result, the competing jurisdictions
will engage in a bidding war to attract the plant3‘5 . The winning
jurisdiction does not have to give away the entire surplus, just
enough to make the firm indifferent between itself and the next

3% Maureen Molot-Appel (2005) discusses the subsidy games of the Jast
two FDI waves in the automobile industry.

280




best alternative. The losing jurisdiction, however, should have
offered the entire surplus it expected from the investment. As a
result, the net gain to the Canadian economy of a successfully
attracted FDI program is expected to be equal to the intrinsic
value a Canadian location can bring to the firm. :

Figure 2.1: An illustration of the optimal subsidy offer
A

Canadian |- . ; Optimal U.S, strat@'
subsidy

Optimal Canadian strategy

@)y Intrinsic difference in
spillovers to the local
economy

1)+(2): share of spillovers Canada
can hold on to

) U.S. subsidy

- Intrinsic relative

Figure 2.1 gives a graphical example of the equilibrium of
such a subsidy game. In the hypothetical example depicted, a
Canadian and U.S. jurisdiction compete to attract a new assem-
bly plant by offering subsidies. Two magnitudes are important.
(1) Indicates the intrinsic relative advantage of the Canadian
site. As depicted, absent subsidies the firm would choose to lo-
cate in Canada. As long as the U.S. jurisdiction offers subsidies
smaller than (1), where the blue line slopes upwards, Canada
would be the preferred location. (2) Indicates the relative differ-
ence in spillovers to the local economy. In the example, this
qQuantity would be greater for Canada, perhaps because of
greater unemployment in the selected location, or more poten-
tial sites for suppliers to locate nearby. The maximum subsidy
the Canadian jurisdiction will offer is equal to the total spillover
it expects, indicated by the horizontal red line, and similarly the
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maximum U.S. subsidy are its expected spillovers, the vertical
blue line. Given that the blue U.S. line intersects the 45 degree
line below the red Canadian line, we know that expected spill-
overs are larger for Canada, at least in this example.

The optimal subsidy offers are straightforward to derive.
They are similar to the Bertrand Nash optimal price strategies
discussed in most industrial organization books. The inter-
section gives the winning subsidy for Canada, $1 above the
expected U.S. spillovers. Relative to the expected Canadian
spillover, the winning jurisdiction is able to hold on to the
magnitudes (1) and (2), its relative advantage for the firm and
for itself over the next best alternative. Note that if the expected
spillover would be larger in the U.S. jurisdiction, the relative
size of (1) and (2) would determine the plant location and the
winning jurisdiction would have to offer most of its advantage
to the firm as a subsidy in order to attract the FDIL

The crucial insight to take away from this example is that
even though the value to the local economy of automotive FDI
might be very large, a significant fraction will accrue to the firm
making the investment in the form of a subsidy to fend off
competition from other jurisdictions.

3.5 Higher investment in Canada

Just as there is an ever so slight loss in FDI (in expectation)
from the elimination of the Canadian imports, the same analysis
can be applied in reverse if trading partners eliminate their tar-
iffs. The expected benefit in this instance is the product of the
same four factors considered above. Two differences are espe-
cially notable: foreign tariffs tend to be much larger, leading to
a larger expected effect, but comparative advantage might dis-
advantage Canada in the relatively labour-intensive assembly
stage of production, lowering the expected effect. .

Exports of finished vehicles from North American are lim-
ited. Statistics in Table 3.5 are an attempt to construct export
volumes for the major North American producers. While export
statistics are not collected directly, we can obtain an estimate by
subtracting sales of domestically produced vehicles from produc-
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tion. The result is the sum of exports and inventory accumulation.
Only one firm, Ford, is a significant exporter. This pattern is
unlikely to change in the future; no one expects North Amerlca to
become an export base for finished vehicles.

Table 3. 5 Exports of light vehicles from North America (2002)
. nght trucks +
e TR L Productlon Exports = Productlon Exports : “Production’ Exportsl
General Motors .2,458,052 54,284 3,159,053 104,438 5,617,105 158,722
Ford 1,437,905 442,105 2,690,958 366,641 4,128,863 808,746
Chrysler Group 649,673 20,983 2,042,153 130,826 2,691,826 151,809
Toyota 750,621 58,093 445,398 27,173 1,196,019 85,266
Honda 835,335 -+ 14,114 303,382 14,985 1,138,717 29,099
Nissan 544,026 40,997 206,899 -4,584 750,925 36,413
BMW 24,234 12,349 100,140 53,363 124,374 65,712
Mercedes-Benz - 102,983 59,646 102,983 59,646
Volkswagen 332,876 35,665 332,876 35,665

1 Exports include changes in inventories from one year to the next.
Source: Own calculations based on Ward’s Automotive Yearbook (2003)

- Passenger cars Total light vehicles

The reverse effect of the preceding analysis would predict
that lower tariffs in other countries would reduce the necessity
for firms to set up plants overseas and instead satisfy foreign
demand by exporting Canadian production. As in the previous
section, it would be implausible to expect large effects. The
modern flexible production systems are designed to sacrifice
some scale economies, but increase the ability to produce a
greater variety of vehicles on the same assembly line. This helps
firms to offer a wider selection of vehicles in mature markets.
At the same time, it also facilitates firms to produce vehicles
closer to the final consumer. Rather than having each plant
dedicated to a single vehicle, even assembly in smaller (overseas)
markets becomes viable if a large fraction of the lineup that is
sold in that country can be assembled in a single local plant.

The recent record confirms that the emerging demand
for vehicles in Asia and Latin America is being met by adding
local production capacity. The European market is increasingly
being served from plants in Eastern Europe, where wages are
substantially lower. Earlier statistics also illustrated the growing
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importance of Mexico as a North American producer. While
exports of finished vehicles from low-wage countries are only a
marginal phenomenon for the moment, this might reverse in the
near future. The labour cost in final assembly is too small to
~ make up for the high transport cost of finished vehicles. Once
the emerging producers develop their own supply chain and are
able to produce a greater fraction of a vehicle’s content domes-
tically at lower wages, vehicle exports might take off. Hence,
large export volumes of vehicles from Canada to the rest of the
world seems an unlikely proposition. ‘
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4. Market analysis: aftermarket components

This section estimates the potential impact of eliminating MFN
tariffs on aftermarket auto parts on the production, employment,
consumption, and trade of aftermarket auto parts in Canada;
documents and analyzes the industrial trends in the auto parts
sector; and assesses Canada’s position and advantages.

4.1  Aftermarket parts

To put in perspective what part of the automobile industry we
will discuss in this section, Table 4.1 contains total employment
statistics for all the different automotive sub-sectors.

In total, the industry is estimated to have employed
892,700 workers in 2004, an increase of 6.8% over the 2000
total. Total employment breaks down into 45.8% in the after-
market sector, 26.8% in manufacturing (parts and final
assembly combined), 18% in vehicle sales, and a final 9.3% in
other automotive related sectors, such as road construction or
rentals®®. The breakdown has been relatively stable over the last
five years, although manufacturing continues its decline, mirror-
ing the trend in the aggregate economy. The service side of the
industry has clearly becomes the most important employer—the
sum of employment in aftermarket and sales stood at 63.8% of
the automotive workforce. Given that these services are largely
non-tradable, the importance of trade policy has declined
over time. In terms of total sales or value added, however, the
contribution of manufacturing will be much higher than its
employinent share. o

% Note that these statistics draw on Statistics Canada Labour Force
Surveys and the totals are markedly different (higher) from the totals ob-
tained aggregating employment statistics from the Annual’ Survey of
Manufacturing. The relative importance of the different sub-sectors, how-
ever, is relatively similar using either source.
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Table 4.1 Total employment in different sub-sectors of the automobile industry
: bk 25 NAICS =~ 2000 2004  Change

SO e A B 2004-2001

Aftermarket o ARy
Motor Vehicles, Parts & Accessory 4152 233 29.1 24.9%
wholesale 4
Automotive Parts & Accessories stores 4413 35.1 313 -10.8%
Gasoline Service Stations’ 4471 813 79.4 -2.3%
Other General Merchandise Stores 4529 98.8 120.1 21.6%
Automotive Repair & Maintenance 8111 140.1 149.2 6.5%
Total 378.6 409.1 8.1%

% of Automotive Employment . - 453%  458% ‘

' Vehicle Assembly & Parts Manufacturing = - F R
Motor Vehicle Manufacturing . 3361 . 815 - 809 -0.7%
Motor Vehicle Body & Trailer 3362 20.1 184 -8.5%
Manufacturing . o
Motor Vehicle Parts & Accessories mfg . 3363 1338 1402 4.8%
Total - _ ‘ 2354 2395 1.7%

% of Automotive Employment o 282% 26.8% =
‘Wholesale & Retail Sales of Vehicles P A S
Motor Vehicles, Wholesale ’ 4151 13 13 0.0%
Automobile Dealers , i 4411 - 1343 147.7 10.0%
Total . : ; 147.3 160.7 - 9.1%

’ % of Automotive Employment R 17.6%° 18.0%

Other Automotive - Sy e e i St
Highway, Strect and Bridge Construction 2373 57.4 60.8 5.9%
Automotive Equipment Rental & Leasing . 5321 174 22.6 29.9%
Total . 748 834 11.5%
% of Automotive Employment - 89% 9.3% e
Total Automotive Industry . 8361 o827 68%
Source: DesRosiers Automotive Yearbook 2005, Based on Statistics Canada Labour For‘ce Sur-
veys I

An important feature of the automotive parts industry is that
original equipment manufacturers (OEMs), i.e., the vehicle as-
semblers, can import parts duty free if they operate an assembly
plant in Canada. Hence, trade policy affects only a fraction of the
“Motor Vehicle Parts and Accessories Manufacturing” sector. All
parts imports that are used in the assembly of new vehicles (OE
parts) in North America are exempt from tariffs and hence unaf-
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fected by trade policy changes. As such, the import competition
Canadian firms face on OE parts will not increase if current tar-
iffs on parts are abolished. To the extent that other countries have
extended similar duty exemptions for imported parts that enter
locally produced vehicles, Canadian exporters are already exempt
from duties on their OE parts exports-as well. In addition, Cana-
dian exports of parts are predominantly going to the U.S.; due to
NAFTA, these are also not affected by tariffs. This is hkely to be
the case for aftermarket parts as well.

Only parts that are used in repairs, maintenance, or up-
grades of existing vehicle (in the aftermarket sector) are subject
to duties. Trade with the U.S. or Mexico—the. vast majority of
Canadian imports or exports—falls under NAFTA and does not
incur dutles Imports from countries with most favoured nation
status®—the vast majority of trade outside of NAFTA—is sub-
ject to tariffs ranging from 0 to a maximum of 8.5%.

In summary, current Canadian import tariffs outside NAFTA
are set at 0—8.5% for aftermarket parts, 6.1% for finished cars and
light trucks, and 0% for OE parts. Note that such discrimination
between finished vehicles, and OE or aftermarket parts is com-
mon. For example, China has for a long time provided incentives
for local assembly by setting the tariff rate on finished vehicles
much higher than for parts (as high as 100%). On April 1, 2005 it
overhauled its. import regime, classifying complete kits used to
assemble vehicles locally with minimal domestic value added as
completed vehicles, incurring on average a 30% tariff rate. Parts
used in local assembly, on the other hand, only incur 15% tariffs.
In its agreement with the WTO, China committed to lowering
these rates to 25% and 10.3%, respectively, by mid-2006%.

Employees listed in the first sector of Table 4.1, “Aftermar-
ket”, are mostly engaged in sales, administrative, repair, and
maintenance tasks. They are using components but not manufac-
turing them. Employees making parts will be listed in the NAICS

*7 With China’s inclusion in the WTO in 2001, all Canada’s significant
trading partners in the automotive industry now enjoy MFN status.

% Automotive News, March 28 2005 “China closes 1mporter s tax
loophole.” ‘
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3363 industry, which employed 140,200 workers in 2004, an in-
crease of 4.8% over 2000. However, the vast majority of those
parts is destined to OEM. customers and is largely immune to
any trade policy changes because competing imports are not sub-
ject to tariffs. However, on the export market it will depend on
the tariff treatment of OE parts in overseas destinations. In South
Korea, these parts are taxed at 8% and in China at 15%"". In or-
der to get an idea of the relative size of aftermarket components
in the parts manufacturing industry, we now discuss some trends
and summary statistics for the automotive aftermarket.

Table 4.2 lists total retail sales of parts (all figures in billions
of CDN$) from 1990 to 2003, the last year for which complete
data are available, for the domestic Canadian industry.

by

. pats labour (% ofretail sale

1990 §10.52  $200 $464 $379 199%  801%  36.0%
991 $1068  $2.13 $466  $389 199%  80.1%  364%
1992 S1140  $223 $496  $421 19.6%  804%  36.9%
1993 SIL66  S217 $500  $440 186%  814%  377%
1994 s12.16  $225 $531 $460 185%  815%  378%
1995 $1227  S$206 $547 8474 168%  832%  38.6%
996 $1249  $208 $559  $482 167%  833%  386%
1997 1317 $218 $590  $509 < 166%  834%  386%
1998 51308 $197 $594  §5.17 151% . 849%  395%
1999 $1338  S189 $600  $540 141%  859%  404%
2000 51380 $190 $631  $568 . 137%. 863% | 40.9%
200l 51440 $2.00 $649 . $591 13.9%  861%  41O0%
2002 61507  $213 $679  $615 141%  859%  408%
2003 Sis4s  $221 $693 8631 143%  857% 408%

Source: DesRosiers Automotive Yearbook (2005)

39 A FTA with Korea or China is likely to boost Canadian parts exports.
For the results in Table 4.13, we do not distinguish between aftermarket and
OE parts because these countries add tariffs to either category.
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Over thirteen years, the industry increased sales by 46.9% in
nominal terms or 3% per year, cumulatively. This is more or
less in line with the rate of inflation for car-related expenses,
indicating quantity is almost entirely flat over this period. This
is clearly not a growth industry. The increased number of vehi-
-cles on the road tends to raise sales, but improved quality of the
existing fleet offsets this to a large extent. If customers hang on
to their vehicles longer, given the increased reliability, the lar-
ger number of cars will eventually lead to greater aftermarket
sales. At least in the short run, all net growth for the aftermarket
sector has to come from exports.

Breaking down the total retail sales into the “do-it-yourself”
(DIY) market, parts customers purchase from retail outlets, and
components installed by professional repair stores or at dealer-
ships reveals that the relative importance of the DIY market has
declined noticeably. The total value of parts that customers pur-
chased directly has hardly increased in thirteen years. Two-thirds
of the increasing share of installed parts is the result of higher
labour charges—see the last column of Table 4.2.

The sector is also becoming more competitive at the retail
end. Limited to the last ten years of data (1993-2003), Table 4.3
lists aftermarket parts sales at retail (first column) and whole-
sale (second column) prices. While retail sales increased from
$7.26 billion to $9.14, an increase of 25.9% or 2.3% per year,
wholesale sales increased by 30.9% from $3.62b to $4.74b,
2.7% per year. The good news for Canadian parts manufacturers
is that sales of parts grow more quickly than what one would
assume based on retail trends. However, it also reveals that the
total (off-the-factory) market is relatively small. In 2003 the
total Canadian market for aftermarket parts at wholesale prices
is only $4.74 billion dollars, less than a tenth of the total parts
market (including OE parts). It also suggests that there is severe
price pressure: Retail mark-ups declined, which can be gathered
from the increasing ratio of retail to wholesale sales™’. Finally,

40 The importance of the installed parts sector leads to a much larger
mark-up than we would expect if all sales were directly to customers—a
ratio of 51.9% translates to a 93.7% mark-up. ‘
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the last two columns indicate that more than half of the increase
in parts sales can be explained by a larger number of registered
vehicles in Canada. Average parts sales per vehicle increased by
only 1.1% per year in nominal terms, or $27 cumulatively over
the ten year period. Note that parts per vehicle are an increasing
‘function of the age of the vehicle. As a result, countries outside of
North America, which tend to have much older fleets than Canada
or the U.S., will have larger aftermarket sales per vehicle. .

Table 4.3. Retail and wholesale aftermarket parts sales and‘sales
per vehicle

'Total aftermarket parts sales. . : g 3 re‘gist‘ereqE “ Parts sa'les;
©  (DIY andinstalled) ~ ~ ratio  vehicles  per vehicle
Cgetal 0 @etal/ (wholesale

L prices) " (wholesale prices) .- wholesale) - (millions) ,‘Jpricgs)”
1993 $7.26 $3.62 49.9% 15.509 $233
1994 '$7.56 $3.77 49.9% 15.578 $242
1995 $7.53 $3.77 " 50.1% 15.871 $238
1996 $7.67 $3.87 50.5% 15316 $253
1997 $8.08 $4.10 50.7% 16.076 $255
1998 $7.91 ‘ $4.03 50.9% 16.322 $247
1999 $7.98 $4.06 50.9% 17.071 $238
2000 $8.21 | $4.20 51.2% 17.101 $246
2001 $8.49 $4.35 512% 17.668 $246
2002 $8.92 $4.60 51.6% 17911 $257
2003 $9.14 $4.74 51.9% 18207 $260

Source: DesRosiers Automotive Yearbbok (2005)

Another important trend is the increasing importance of
original equipment suppliers (OES), the dealerships associated
with the vehicle manufacturers, see Table 4.4. The relentless
price pressure in the final vehicle market has reduced dealers’
profit margins on new car and truck sales. They have moved
downstream and after-sales maintenance and repairs are making
up a growing share of their sales. Vehicle companies only took
26% of the total aftermarket parts sales in 1993, but 35.2% in
2003. This has come predominantly at the expense of retailers,
while warehouse and distributors—who mostly supply non-
dealer installers of parts—have kept their market share at
37.3%. For Canadian suppliers, it means that firms like NAPA

290




or Uni-Select Canada are becoming relatively more important
than Canadian Tire or Wal-Mart. Given that the former are in-
dustry insiders, while mass-market retailers are eventually
marketing to customers directly, this changes the competitive
position of Canadian firms relative to foreign competitors. It
might be easier to bring factors other than price, such as quality
or reliability of supply, into consideration.

Table 4.4. Aftermarket parts sales by distribution outlet

. Total = ©ox cretail v OES:
. aftermarket warehouse head - vehicle -
~ parts sales . /distributor  offices " compani

(wholegale S e L TP
o Prices) R M) @) W@ )
1993 $3.62 $1.35 $1.32 $0.94 37.3% 36.5%  26.0%
1994 $3.77 $1.39 $1.37 $1.01 36.9% 36.3% 26.8%
1995 $3.77 $1.39 $1.33 $1.05 36.9% 353% 27.9%
1996 $387 $1.41 $1.35 $1.11 36.4% 34.9% 28.7%
1997 $4.10 $1.48 $1.31 $1.21 36.1% 32.0% 29.5%
1998 $4.03 $1.47 $1.26 $1.25 36.5% 31.3% 31.0%
1999 $4.06 $1.51 $1.31 $1.29 37.2% 32.3% 31.8%
2000 $4.20 - $1.57 $1.26 $1.37 37.4% 30.0% 32.6%
2001 $4.35 $1.64 $125 . $147 37.7% 28.7% 33.8%
2002 $4.60 $1.73 $1.29 $1.58 37.6%  28.0% 34.3%
2003 } $4.74 $1.77 $1.30 $1.67 373%  27.4% 35.2%

Source: DesRosiers Automotive Yearbook (2005)

Finally, in Table 4.5 we compare the total size of the auto-
motive aftermarket parts market with two benchmarks. In the
first column, we replicate the aftermarket retail sales, studied in
Table 4.2. The same market at wholesale prices, as in Table 4.3,
is replicated in the second column. This is contrasted with the
total market for OE parts—those sold directly to vehicle assem-
blers for installation in new vehicles. In Canada, this market has
increased from $45.10 billion in 1998 to $48.09 in 2003. Com-
parable figures for the North American market, which is almost
seven times larger, are in the fourth column. These numbers
represent approximately 68% to 70% of the total value of ship-
ments from automobile assembly plants. As Canadian parts
suppliers are very much integrated into the North American
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automobile industry, they compete in a $304.92 billion CDN
market when they supply OEMs directly. On the other hand, if
they focus on the aftermarket, the entire North American market
is likely to be at most one fifth—estimated at $61.7 billion CDN
based on U.S. and Mexican registrations*'.

Table 4.5. Relative size of different automotive parts sectors

(billion CDNS)
' . Demand s Supply o
‘Aftermarket parts =~ ST
© (Canada) i ~ NAICS3362
. (retail . .. (wholesale . : LT s e
. _prices)  pricesy  Camada A Fre Canadary T G
1998 $7.91 $4.03 $45.10  $31541 $26.04  $273.60
1999 $7.98 $4.06 $55.42 $370.01 $28.58 © $301.32
2000 $8.21 $420 - $56.05 $359.69 $29.89  $303.48
2001 - 5849 $4.35 $49.70 $345.41 $28.59  $289.74
2002 $8.92 $4.60 $50.29 $350.74 $29.69  $317.80
2003 $9.14 "$4.74 $48.09 $304.92

Source: DesRosiers Automotive Yearbook (2005)

When we analyze the impact of trade policy, no separate
data are available for OE and aftermarket parts. We only ob-
serve trade flows of total parts and also at the industry level we
only observe manufacturing for all parts combined (NAICS
3362). Sales of the parts manufacturing sector are listed in the
last two columns of 4.5. A couple of ratios should be remembered:
» Aftermarket parts sales in Canada make up 8.97% of the do-
‘mestic demand for automotive parts (including OE parts).

= At the North American level the comparable fraction is much
higher, most likely in the 15-20% range (as Canada has a
disproportionate demand for OE parts).

» Canadian parts production only covers 54.1% (in 2002) of
domestic demand for parts. In contrast the U.S. and Mexico
both run parts surpluses. =~

* 1n absence of comparable data to those in column 2 of Table 4.5 for
the U.S or Mexico, we estimate the total North American aftermarket by
multiplying the average cost of automotive parts per vehicle for Canada, 1n
Table 4.3, by the total registrations in North America.
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manufacturing

_NAICS

4.2  Parts manufacturing (NAICS 3363)

When we study the impact of a changed trade policy, we will
focus on NAICS industry 3363: “Motor Vehicle Parts & Acces-
sories Manufacturing.” Table 4.6 presents total employment
statistics for the different sub-sectors. '

Table 4.6. Total employment in motor vehicle parts and accessories

3361 Motor Vehicle Manufacturing . 51,440 47,495 11%

3362 Motor Vehicle Body & Trailer 17,502 19,528 11.6%
Manufacturing

3363 Motor Vehicle Parts & Accessories 94,264 88,840 -5.8%

- Manufacturing :

336310 Motor Vehicle Gasoline Engineand 10,227 10,522 2.9%
Engine Parts Manufacturing

336320 Motor Vehicle Electrical and Elec- 6,565 16,366 -3.0%
tronic Equipment Manufacturing :

336330 Motor Vehicle Steering and Suspen- 6,616 4,792 -27.6%

~ sion Components (except Spring)

Manufacturing

336340 Motor Vehicle Brake System Manu- 7,671 6,556 -14.5%
facturing : i

336350 Motor Vehicle Transmission and 11,090 9,886 -10.9%

- Power Train Parts Manufacturing :
336360 Motor’Vehicle Seating and Interior 13,130 12,598 -4.1%

Trim Manufacturing
336370 Motor Vehicle Metal Stamping 16,133 13,255 -17.8%
336390  Other Motor Vehicle Parts Manufac- 22,832 24835 © '8.8% ;
. turing . :
336163 - Automobile industry (manufactur-' 163,206 155863 -4.5%
ing) : :

Source: DesRosiers Automoti\}e Yearbook 2005, based on Statistics Canada Census
of Manufacturers ‘

Note that the aggregate statistics differ from those in Table 4.1.
While the former are compiled from labour market surveys, the
statistics. in the current table are the sum of employment of all
establishments assigned to the NAICS 3363 industry. Plants
that produce more other goods than automotive parts: (for exam-
ple assembly plants where some parts are produced on site) are
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excluded here, while workers could still denominate their indus-
try as NAICS 3363.

The total parts manufacturing sector employs- 87% more
workers than vehicle assembly (NAICS 3361): 88,840 versus
47,495. The most important sub-sector, increasingly so over
time, is “Other Motor Vehicle Parts Manufacturing”, while
stamping and seats and interior trim are also very important in
Canada. The only two sub-sectors that increased employment
from 1998 to 2002 are engines & engine parts and “other parts”.
By 2002, the latter accounts for 28% of employment in the sector.

Table 4.7. Silmmary statistics on the motor vehicle parts
and accessories sector C

~production -

I S workersin: oo - :value'added per

" . employment . employment - value added per - hour worked .

= oo sishare (%) e .. production worker " (prod.); :
NAICS 1998 2002 1998 2002 ‘. 1998 2002 1998 2002*
3363 Parts 100%  100%  865%  853%  $139,232  $l44496 86534 36781
336310  engine 108% 11.8% 852%  885%  $337,637  SI77.734 $14306  $7531
336320 electrical 70%  72% 88.1% . 832%  S117,731  $l01952  $5786  $50.11

steering & .

336330 suspension 70%  54%  872% . 88.0%  S1I8823  §150977 85549 $§7030
336340  braking 81%  74% 878%  B848%  $123256  SI117,703  $6045  $51.73

336350 tmnsmissioﬁ -11.8% 111% 874%  83.4% $143,750 $191,659 $62.83 $83.77

336360 interior 13.9% 142%  87.7% 872% $120,589 $149,695 $58.77 $72.96
336370 stamping‘ 17.1% 14.9% 862%  857% $109,222 $141,341 $53.61 $69.38

336390  other 242%  280% 850%  83.6% $98,447 $126,541 $46.42 $59.67

Source: own calculations based on DesRosiers Automotive Yearbook (2005) and Statistics Canada

In Table 4.7 we calculate a number of crucial summary
statistics for the different sub-sectors. The share of production
workers in employment is declining slightly over time in most
sectors. This trend is particularly pronounced in electrical &
electronic equipment manufacturing and the important “other
parts” sub-sectors and could indicate an increasing level of
technical sophistication. The-average value added per produc-
tion' worker increased only slightly from $139,232 in 1998 to
$144,496 in 2002, but this masks big differences between sec-
tors. The highly capital intensive engine & engine parts sector
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operated in 2002 at less than 53% of its value added of 1998.
Inspection of the different components that enter these calcula-
tions reveals that this is the result of increased purchases of
parts and materials, up 58%, while employment and total ship-
ments increased only slightly.

Two more sectors saw their value added per worker slump,
albeit not as drastically. The electrical & electronic equipment
and braking sectors saw (nomlnal) declines of 13.4% and 4. 5%
respectively.

Two factors contributed pos1t1vely towards aggregate value
added growth for the industry. First, even though the engine
sector saw its labour productivity decline, it is still above the
industry average. Given that it increased its share of parts em-
ployment from 10.8% to 11.8% this relative reallocation of
workers increased aggregate productivity. Second, labour pro-
ductivity growth is positive and large in the remaining sectors.
Average productivity growth is 28.5% over four years or 6.5%
per year, if it is positive, ahead of the average growth for the
manufacturing sector. The steering & suspension, transmission,
and stamping sectors achieved this productivity growth by re-
ducing total employment and keeping value added more or less
constant. The seats & interior trim kept its employment con-
stant, but increased its share of total parts manufacturing
employment. Finally, the “other parts” industry increased labour
productivity by 28.5%, while at the same time employing 1350
more workers. Finally, in the rightmost columns we calculate
labour productivity per hour worked where the same trends are
apparent. Normalizing by the average number of hours worked
in each sub-sector, the same trends show up, but the dispersion
across industries at each point in time is reduced.

4.3  Threats and opportunities

4.3.1 . Threats

Before analyzihg the impact of trade policy changes, we briefly
discuss the most pressing threats and opportunities faced by the
Canadian automotive parts industry. We draw from industry
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coverage in the weekly Automotive News magazine and a sur-
vey of Canadian parts manufacturers organized jointly by the
Canadian Auto Parts Manufacturers Association (APMA) and
the Asia Pacific Foundation of Canada®. ;

The most obvious threat to Canadian firms in the last couple
of years is the appreciating Canadian dollar. The Canadian-U.S.
exchange rate moved froma low of 0.618 on January 21, 2002
to a high of 0.885 on March 2, 2006. That is an appreciation of
43 2% in only four years. Given that the U.S. is by a wide mar-
gin Canada’s largest trading partner this matters a lot. In
addition, some export contracts to other countries are likely to
be priced in USD as well. . :

While such exchange rate movements make Canadian sup-
pliers less competitive internationally, they also hurt firms on
their existing contract if contractual prices are specified in
U.S. dollar terms. With volatile exchange rates, raw material
prices (see below), and customers’ market shares (see below), it
becomes crucial not to be pinned down by fixed nominal prices
in long term contracts. : Lo :

Prices of raw materials, especially steel and oil, but other
metals as well, have also increased enormously in recent years.
These have been cited in most prominent U.S. Chapter 11 bank-
ruptey filings, e.g., Tower Automotive and Collins & Aikman.
Of course, the extent to which firms are affected depends again
on whether they are compensated for this. In the case of Tower
Automotive, its customers have only agreed to change the
agreed prices to reflect higher input costs of steel after the firm
filed for bankruptcy. ' :

Market share of traditional (Big 3) customers”’ is declin-
ing. Most domestic suppliers tend to have a disproportionate
exposure to these firms. In addition, each of these firms is run-

42 «The East Asian Automobile Industry: Opportunity or Threat? Re-
sults of a Survey of the Canadian Auto Parts Manufacturers,” Canada in Asia
report, January 2005. o

43 Throughout, we will be referring to the “Big 3” to indicate GM,
Ford, and DaimlerChrysler; traditionally the largest three OEM customers 111
North America.
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ning a very aggressive cost-cutting program to reduce their in-
put purchase bills.

For example, in 2004 it took Ford almost a year to convince
some of its global suppliers to sign the new contracts. In addition
to severe price cutbacks, major concerns were raised by stipula-
tions in the contract that allowed Ford to hand R&D work over to
competitors. Ownershlp of IP is quickly becommg an important
part of sourcing relationships. For example, in 2005 Multimatic
sued Faurecia alleging it sourced a proprletary design with a
competitor to get a lower price. With the rise of China’s manu-
facturing capabilities, conflicts over TP are rising overseas as
well.

A more general problem is that contracts often spe01fy a
fixed price per part. Firms spread out fixed investment costs
over the expected model run. If a model proves less successful
than anticipated, the contracted average price will not allow
firms to recover their fixed setup costs. As suppliers are shoul-
dering more of the R&D burden, this problem is becoming
more widespread.

Not surprisingly, import competltmn was also cited by
Canadian suppliers as one of the most significant threats. The
two countries mentioned most often were the U.S. and China.

.FDI by 'foreign suppliers who followed OEM transplants
to North America is also perceived as a threat by domestic
firms. For example, even before Toyota announced its intention
to build a new assembly plant in Woodstock, Ontario, its seat
supplier Araco of Japan opened a seat and interior trim plant in
Ontario to keep up with Toyota’s production expansion in
North America. Similarly, Honda suppliers like Musashi Sei-
mitsu (suspension and steering parts) or Ube (wheels) are
expanding in Ontario to serve customers besides Honda as well.

On the export front, many firms also mention difficulties
exporting to the U.S. This covers both concerns about insuffi-
cient (government) investments in border, infrastructure as well
as rising U.S. protectionism in the wake of 9/11.
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4.3.2  Opportunities

Luckily, not everything is grim in the outlook of Canadian sup-
pliers. One of the most frequently cited opportunity is the
expansion of production overseas, especially in China. The
vast majority of Canadian suppliers, 64%, have been asked by
their North American clients to expand production capacity
* overseas to serve them better in locations abroad. Given that net
growth in worldwide demand for new vehicle is predominantly
outside of North America, it clearly makes sense to focus on
developing countries. ‘ |

In addition, many firms perceive foreign expansion as a
way to attract new customers. The expectation is that these rela-
tionships will eventually translate into new supplier contracts to
North American transplants as well. '

In contrast to what one would gather from reports in the
media, lowering costs is not one of the main motivations to
increase foreign sourcing. Access to important customers, stra-
tegic geographic positioning, and strategic fit (patents, R&D,
staff) all rank higher than cost considerations. :

In contrast with the focus on Asia, which more than 70% of
Canadian suppliers perceive as an opportunity, the Free Trade
Area of the Americas does not seem high on the radar screen,
neither as a threat nor as an opportunity. '

As mentioned in section 1, Canada has considerable exper-
tise in fuel cell research. In addition, from early on the R&D
efforts have been well plugged in to the automotive industry.
Once the technology is ready for prime time, Canada is ex-
pected to be one of the major players (in sharp contrast with the
hybrid technology which will only come to Canada in 2010).

The Canadian industry has frequently argued that in order
to be globally competitive and form a thriving industry it needs
a solid base. Most directly, expansion of assembly capacity of
final vehicles in Canada was a prime obj ective—communicated
very clearly by the Canadian Automotive Partnership Council.
The investments by Ford in Oakville, the commitment to keep
St. Thomas open (at least in the short run), the current negotia-
tions to avert some of the announced capacity reductions at
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GM’s Oshawa facility, and especially Toyota’s announcement
to build a new plant in Ontario are all very encouraging.

OEMs are increasingly outsourcing more steps in the
production process. This can both be a threat and an opportunity
for suppliers. As mentioned earlier, the success of these outsourc-
ing relationships hinges crucially on the contractual details. For
example, DaimlerChrysler is compensating Karmann when the
demand for the Crossfire vehicle that Karmann assembles fell
off more quickly than expected. Without such guarantees, out-
sourcing becomes a risky endeavour for suppliers. If structured
- properly, these outsourcing trends open up new growth oppor-
tunities in an otherwise mature industry.

4.4 Industry structure

4.4.1 Exit

The difficulties in the industry have led to a large number of
bankruptcies in the U.S., where 138 of the top 150 North
American suppliers have their headquarters (including regional
headquarters). Table 4.8 lists the thirteen largest bankruptcies
by U.S. suppliers in the past 5 years. Eight U.S. companies that
‘were among the 100 largest OEM parts suppliers worldwide
filed for Chapter 11 restructuring, which is almost a quarter of
the 34 U.S. companies on the list. A further five Tier 1 suppliers
went under that did not make the global list, but are listed (or at
least have been recently) on the list of 150 largest North Ameri-
can suppliers. Note that these companies often suffered a couple
of years of declining sales before filing, at least relative to more
successful companies, and their 2004 rank understates their im-
portance. For example, Amcast ranked as high as 82 in North
America in 1993 and 122 in 2003, but fell off the list in 2004.
Among the list of bankrupt companies, firms headquartered
in Michigan are very prominent, firms producing steel-intensive
products, stampings, castings, or frames, are also overrepre-
sented. Federal-Mogul and Hayes Lemmerz International filed a
couple of months after the 9/11 terrorist attacks when the U.S.
seemed heading for a recession and these companies had trouble
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servicing their debt. The other bankruptcies are more recent,
with filings accelerating at the end of 2004. Total output in the
North American automobile industry was still going strong—it
still is——but these firms were exceedingly exposed to raw mate-
rial prices, the sales decline of the traditional Big 3 (U.S.)
OEM:s, and import competition.. -

Table 4.8. Recent major bankruptcieé by U.S. automotive
parts suppliers

S Firm o o Ghai
Delphi Corp. $28.60 - 185,200
Dana Corp. Toledo, OH Mar-06 15 $9.06 46,000
Collins & Aik- . ) -
man Corp. Troy, MI May-05 200 $398 23,000
Federal-Mogul
Corp. Southfield, MI Oct-01 39 $3.35 . 42,000
Tower Automo- '
tive Inc. Novi, MI ~ Feb-05 45 $3.20 12,000
Hayes Lemmerz o
International Northville, MI Dec-01 64 $2.00 . 11,000
Oxford Automo-
tive ‘ Troy, MI Dec-04 98 $1.08 3,800
Meridian Auto- ‘

_ motive Systems  Dearborn, MI 9% 8103 5900

L2 Global
NArank  OEM
i  (2004) partssales
J.L. French . :
Automotive . S
Castings Inc. . - Sheboygan, WI Feb-06 102 $0.50 1,800
Intermet Inc. Troy, MI Sep-04 68 $0.70 - 5,200
Citation Corp. Troy, MI' Sep-04 "9 $0.60 5,200
Key Plastics, i : :
LLC Northville, MI Mar-00 . . 132 $0.70 l4,000
Amcast Industrial '
Corporation Fremont,IN - Dec-05 N/A $0.42 2,600
Total . $55.22 347,700

Notes: Ranks are from the Automotive News list of 100 largest suppliers worldwide or 150
largest suppliers in North America. Sales are global OE parts in 2004 in billions of USD. Em-

‘ployment statistics are the latest available (generally 2005).

The scale of this wave of bankruptcies is unprecedented.
The thirteen largest filings accounted for annual sales of $55.22
billion USD in 2004 and an even higher volume in the preced-
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ing years. This number only includes OE parts sales, with total
sales often much larger still. At the time of this writing, these
companies employed a total of 347,700 employees™. While it is
unlikely that much of the production capacity and associated
jobs will be liquidated, many workers will have to transition
into new jobs and have to take pay cuts.

Furthermore, this is certainly not the end of the restructur-
ing in the parts industry. Lear Corp., the 5% largest supplier in
North America, is struggling to make its debt payments and its
market value plunged by more than 60% in the preceding year

-as more analysts see a Chapter 11 filing as a distinct possibility.
Lear employs 115,000 workers worldwide. A bankruptcy by
Visteon, currently employing 49,000 full time employees, was
only narrowly avoided courtesy of a very generous payout
package by its former parent. Some plants were transferred back
to Ford, which is trying to sell them off, and some workers also
transferred back to Ford. While the old Visteon employed
70.2% of its workers in the U.S., the restructured Visteon counts
56.1% Mexican workers in its hourly workforce. Only 12 of its
plants remain organized by the UAW, the principal labor union
in the U.S. automotive industry®. Delphi counts approximately
60,000 hourly employees at its 50 Mexican plants.

The bankruptcy of Delphi, the largest supplier worldwide,
is likely to have wide-ranging effects on the industry. The tiered
organization of the supply chain means that financial problems
at a large Tier 1 supplier trickle down to the next levels very
quickly. If Delphi defaults on some of its trade credit, some of
its suppliers that are already stretched by the increased competi-
tion would have a hard time surviving. The wave of Tier 1 firm
bankruptcies in Table 4.8 has led a lot of smaller suppliers to
file for Chapter 11 restructuring as well. An incomplete list is in
Table 4.9.

44 Delphi employs 185,200 employees worldwide and 76,000 in the
U.S. 42 of its U.S. corporate entities are involved in the restructuring.

4 Automotive News, June 20, 2005, “New Visteon has Mexican flavor”,
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Table 4.9. Recent bankruptcies by smaller U.S. automotive
parts suppliers ' : ‘

Y é;ﬁ‘ S‘m'al‘le'f sprliérs ﬁljrig for bankruptcy
2006“ " Hastings Manufacturing Company
200:5 American Remanufacturers Inc.; Allied Holdings, Inc;
Metalforming Technologies Inc.; Trim Trends Co. LLC.; BBi Group
2004  Andover Industries o ’

2003  Liteglow Industries, Inc.

2002  Harvard Industries, Inc. . ,

2001 Rankin Automotive Group, Inc.; Valeo Electrical Systems, Inc
2000  Cambridge Industries, Inc.; Safety Components International, Inc.;

Dorsey Trailers, Inc.; Safelite Glass Corporation

Another notable outgrowth of the supplier distress is that
Delphi managed to negotiate a two-tiered wage system in its
2003 labour contract negotiations with the UAW?*. This allows
the company to pay new workers lower wages than its existing
employees. The union has always resisted such discrimination,
even though the OEMs have repeatedly pushed for this as well.
Tt remains to be seen how important this change will turn out to
be in practice. o

Quite remarkably, Canadian firms have survived this car-
nage almost scot-free. Given the increased cost pressure
induced by the adverse exchange rate movement, the rising im-
portance of the U.S. border in the post 9/11 world, and the
traditional over-exposure to the Big-3 traditional customers for
Canadian firms, one could have expected even more problems
than in the United States. »

1

4.4.2 Concentration

While a lot of large firms are in financial difficulty, total industry
concentration has clearly been increasing. Figure 4-1 plots the
evolution in the share of the total material cost for the motor ve-

46 Automotive News, September 29, 2003, “UAW gives Delphi half
a loaf.” :
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hicle assembly industry (NAICS 3361) in the U.S. and Canada
combined that is accounted for by different.groups of firms*’,

Figure 4-1 Top suppliers’ sales as a fraction of total material cost in
NAICS 3361 (US + Canada)

100% Toms - —
Top 10 suppliers ~ ESuppliers 11-50

90% : L
OSuppliers 51-100 Suppliers 101-150

Fraction of material cost in 3361 (US+CAN)
8
=

1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

The share of OE parts sales in North Amerlca by the 100 largest
suppliers, the longest time trend is available for this group, in-
creased from 57% in 1992 to 75% in 2004. The bottom bars in
each column, which track the sales of the top 10 suppliers, indi-
cate that the increase is not caused by the very top firms. They
kept their share approximately constant at one third. The largest
increase is for firms in the second group, suppliers ranked 11 to
50 on the North American supplier list. This group increased its
share from 19.4% to 29.2%, an increase of almost 50%. In order
to break the top 50 in 2004, a firm had to sell $1 billion worth
of OE parts.

In 1992 this would have secured the 21°" spot on the list!
Given the very moderate price increases in the industry—as

*7 Given that the share of Mexico in North American production has in-
creased over time, the increase in concentration for the total North American
industry will be slightly lower, but the difference will be very small.
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documented earlier—firms are clearly becoming much bigger.
The next group of suppliers, ranked 51 to 100, only sold 4.8%
of North American automotive materials, but 12.5% in 2004—
an increase of 160%. » o

These patterns have two important consequences. In the
tiered supplier system that is now in effect, only a couple of
hundred firms have access to the final vehicle manufacturers.
They decide which firms to outsource components to further
down the line. For the vast majority of firms in the industry, re-
lationships with these large tier 1 suppliers are crucial. Among
the 150 largest suppliers were 9 Canadian firms in 1999, but
only 7 remain. Four are in the top 100, versus 5 in 1999. The
enormous expansion of Magna, which moved from the 7™ spot
in 1993 to 3™ in 2004, has increased the Canadian share on the
list, but at the same time it concentrates a lot of Canadian auto-
motive employment in a single company. -

I have documented elsewhere’® that the location of supplier
headquarters is increasingly concentrated in Michigan. Several
firms that used to operate regional headquarters in Canada have
centralized their headquarters activities in their U.S. headquar-
ters. Moreover, the number of Mexican, European, and
Japanese suppliers on the list has crept up over time as well. All
these factors imply that decisions about (overseas) outsourcing
are increasingly being made outside of Canada, even though
these decisions have an important impact on the Canadian in-
dustry. ,

An important reason for suppliers to become bigger has
been the larger role in R&D that they have assumed in recent
years. In order to diversify risk and to spread fixed costs of the
development of new technologies over a larger volume of sales,
scale is important. The relatively diminished role of Canadian
firms in the upper echelons of the parts sector is likely to have
an impact on the extent to which innovative activities are car-
ried out in Canada. :

48 \7an Biesebroeck J. (2006), “Trends and Complementarities in the
Canadian Automobile Industry, (forthcoming) in Z. Chen and M. Duhamel,
Industrial Economics and Performance in Canada. -
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4.5 Import demand and export supply

451  Elasticities

In order to assess the effect of trade liberalization on the domes-
tic Canadian market and the export potential of Canadian firms
overseas, we need estimates of the demand and supply elastic-
ities for the different sub-sectors of the automotive parts
industry. Methods to estimate demand elasticities in differenti-
ated goods market developed in the industrial organization
literature tend to be too data intensive to be widely applicable.
In section 3 we estimated such a model for the Canadian final
vehicle market and the data requirements clearly exceed what
can conceivably be obtained for the parts industry. -

In recent years, the international trade literature has also
taken the fact that goods are differentiated more seriously and
more reliable elasticity estimates are obtained exploiting proper-
ties of the constant elasticity of substitution (CES) demand
system. A paper by Feenstra (1994) pioneered the approach and
the estimation method was subsequently refined and applied to
a much wider range of industries (products) by Broda and
Weinstein (2006)*. The benefit of this approach is that demand
estimates control explicitly for heterogeneity across goods, al-
beit in a restrictive way. The method can also deal with
increasing- variety and with quality or taste differences across
goods or country of origin. : :

The estimates have been used to calculate the value of in-
creased variety as an additional gain from trade. For example,
Broda and Weinstein (2006) estimate the contribution of
unmeasured growth in product variety in U.S. imports between
1976 and 2001 to be approximately 2.6% of GDP. They also -
find that the “true” import price index increases 1.2% per year
more slowly—approximately one quarter of the annual in-
crease—because of the increase in variety..

* Feenstra, R. (1994), “New Product Varieties and the Measurement of
International: Prices,” American Economic Review, 87 (1), March, pp. 157-
177 and Broda, C. and D; E. Weinstein (2006), "Globalization and the Gains
from Variety," Quarterly Journal of Economics, 121(2), forthcoming, May.
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A similar exercise on the export side, see Feenstra and Kee
(2004, 2005), models a nation’s output using a CES cost func-
tion that is decreasing in the number of varieties. An increase in
variety in a sector will raise the sectoral price index and draw
resources to the industry. An empirical application finds that in
a Cross 'section of countries, productivity levels are positively
correlated to the number of varieties that are exported to the U.S.
Over time, the relative evolution of a nation’s productivity level
is found to be similar to the evolution of its variety in exports.

For details on the methodology, we refer the interested
reader to the papers by Feenstra (1994) and Broda and
Weinstein (2006). Here we just provide a brief explanation of
the underlying theory and some details on our implementation.
Underlying the theory is a three-tiered CES utility function. At
the upper level, consumers have preferences over two compos-
ite goods, one domestically produced and one imported:

K

o x x\ea |
Utz(Dt" +MzK] s ’K>1.

D is the domestic good and the import composite, M, will be
defined below. x is the elasticity of substitution between the two
goods. If this is equal to the elasticity of substitution between
different imported varieties, the upper nest disappears5 0

In the second tier, the composite import good is defined as:

Y=

M, =LZMJ ] , 7>l
geG

where My, is the sub-utility derived from the consumption of the

imported good g in time 7 y denotes the elasticity of substitution

among the imported goods, and G is the set of all imported goods.

50 This is what one has to assume to use the model to investigate the
impact of trade liberalization on the domestic industry; otherwise consumers
allocate a fixed proportion of their budget to domestic and imported goods.
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. At the most detailed level, different varieties (¢) are im-
ported of each good (g) and we can use the non-symmetric CES
utility function to define My . :

e
L. % -l o;g -1

Mg,='ngi§mgsg , 0,>1 VgedG
ceC .

For each good, imports are treated as differentiated across
countries of supply. Tastes for varieties can differ or, alterna-
tively, dy can represent heterogeneous quality levels  for
imports coming from different countries. S

A major attraction of this framework is that one can con-
struct a price index using the theory of exact index numbers
without having to estimate the different taste or quality parameters
(dger), only the elasticities of substitution. If a good is consumed
(imported) even though its quality or desirability is lower than
that of other goods, this difference has to be reflected in the price.
Using expenditure shares one can aggregate prices to construct
an exact price index. Note that for the demand system to be well-
behaved, all elasticities of substitution have to exceed unity.

The demand system can be manipulated to find an explicit
expression for the import demand equation for each good. Dif-
ferentiating with respect to time gives the following demand
equation in first differences: ‘ :

Alnsgc, =@, ~ (c;‘g —-I)Alnpgc, fggc,

where ¢, is a function of the same variables that enter the price
index for good g and does not differ across the country of origin
(it is a random effect in the demand equation). &= A In d,, is
the random term in the regression and can be interpreted as taste
or quality shocks across import destination. o

The export supply equation is specified exogenously, but
allowed to vary with the amount of exports:

@

Aln pgct = ng + 1 £ Aln sgét +’ ngct

+a)g

307



—f—*

where @g = -wg A In Eg / (I+ wg); wg > 0 is the inverse supply
elasticity, assumed to be constant across countries and 775 = A
In g / (I+ wg) captures any random change in a technology
factor vg.. A special case of this supply equation would be a
horizontal, perfectly elastic supply, in which case wg = 0.
Obviously, the system of demand and supply is not identi-
fied without instruments Or identifying restrictions. Lacking
instruments for the entire range of industries we would like to

estimate this system for, we instead assume that E(&er ger) = 05

i.e. once good-time specific effects are controlled for, demand
and supply errors at the variety (destination country) level are
assumed to be uncorrelated. .

Details of the estimation procedure follow Leamer
(19‘81)5 ! Both equations are normalized by a reference variety
(k) and parameters are estimated from the second moments in

the data. The estimation equation becomes:

(Ak ln pgct)2 = 91 (Ak ]‘nsgct)2 + 02 (Ak 111 pgctAk 1nsgct) + ugct

where

91 — _____Eg_‘——, 0, =_(——€L)-g—)(£'g——)—,, and ugct = 8;;’1;‘“
(1+@,)o, ~ D), (+w,)o,~D

All the k superscripts indicate differencing by the corresponding
variable for the kth reference country. In order to recover the
structural parameters of interest og and o,, we have to solve the
nonlinear system of equations. For some parameter values, there
will only be imaginary solutions, which obviously do not make

economic sense. The endogeneity of the price on the right-hand
side is solved by instrumenting with country dummies, s€€
Feenstra (1994) for details on the practical implementation of

the weighted IV estimator.

51 Leamer, E. (1981), “Isita Demand Curve, or Is It a Supply Cueri?
Partial Identification through Inequality Constraints,” Review of Economics
and Statistics, 63(3), pp. 319-327.
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To assess the reasonableness of these parameter estimations
we present our estimates for the o, parameters in 4.10, side by
side with the estimates obtained by Broda and Weinstein (2006).
We follow these authors by including different goods in the same
SITC 3-digit sector imported from one country as different varie-
ties. We present estimates for all automotive sectors (broadly
defined). The first two columns replicate the demand elasticities
that Broda and Weinstein (2006) obtained using a GMM estima-
tor that avoids the risk of finding imaginary values for any of the
structural parameters by doing a grid search restricted to the al-
lowable interval. In the next column we present our results using
the same data, made available by Feenstra®>. In the fourth col- .
umn, we replicate the analysis on a more recent data set we
purchased from Global Trade and Information Services, Inc. The
latter spans the 1995-2005 period.

Table 4.10. Demand elastlc Q estimates at the SITC 3-digit level

621 materials of rubber

625 rubber tires

713 internal combustion engine

781 motor vehicles for passengers

782 motor vehicles for goods

783 road motor vehicles, n.e.c.

784 parts and accessories for MV

785 motorcycles and bicycles
786 trailers
Nobs s

Mean - i
“St.Dev (Mean)

. 2875
Notes The ﬁrst three column use data available online through the NBER websxte The last two
columns replicate the same analysis using more recent data from the Global Trade Atlas, com-
piled by Global Trade Information Services, Inc. (1): normalization by largest Canadian hs10
product, in terms of trade volume; (2): normalization by smallest Canadian hs10 product.

52 htip://cid.econ.ucdavis.edu/data/sasstata/usiss.html
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In each estimation, market shares are calculated using
reported import values for the U.S., omitting re-exported goods.
Prices are constructed as unit values, dividing the value of
imports by quantity. Ideally, we would like to carry out the
estimation for Canada as well, but for the automotive parts, all
goods starting with 8708 in the Harmonized System of trade
classification had missing quantities.

Simply comparing the results in the first two columns, the
Broda and Weinstein (2006) results already indicate that esti-
mates are not always robust over time. For example, motor
vehicles for goods transport have an estimated elasticity of 103
in the early period 1972 to 1988, basically indicating these are
homogenous goods. In the later period, 1990 to 2001, the elas-
ticity declines to 6.70 indicating some differentiation—optimal
monopoly mark-ups would increase from less than 1% to
17.5%. While it is not entirely impossible that these goods have
changed this much over time, it is doubtful. For some other
goods, the parameters are much more stable over time. For ex-
ample, the demand for rubber tires and motorcycles & bicycles
is estimated to be highly inelastic in both periods.

For some goods our results are relatively close to the ones
obtained by Broda and Weinstein (2006), but this is not always
the case. Most pertinent for this section are the estimates for the
internal combustion engine & parts sector (SITC 713) and mo-
tor vehicle parts & accessories (SITC 784), which are both
indicated in bold. Our results are relatively close. For a lot of
goods, Broda and Weinstein (2006) find a declining trend in the
elasticities, indicating increased product differentiation over
time. We find similar results and extending the data set to 2005,
results in the fourth column, tends to lower the elasticities further.

Because the estimation procedure is nonlinear, the results
might be sensitive to the normalization chosen. We have always
normalized by a Canadian good, because the U.S. has positive
imports from Canada in the largest set of products throughout
the entire sample period and also in terms of market share
Canada is important and stable over time. However, at this
aggregate level we lump a lot of products (at the most detailed
10-digit HS classification) together when we carry out the esti-
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mation for each SITC 3-digit industry separately. In the fourth
column, we normalize by the Canadian product with the largest
market share, while in the fifth column the estimation procedure
is identical, only now we normalize by the Canadian product
with lowest market share. Results are somewhat sensitive to this
normalization, but there is no consistent direction for the bias.
Also note that with this alternative normalization we cannot
obtain the demand elasticities for industries 782 and 783.

To gauge whether the results are still reasonable when we
carry out the estimates at finer levels of aggregation, Table 4.11
contains the demand elasticities for the detailed sub-sectors in
engines & engine parts (SITC 713) and automotive parts and
accessories (SITC 784). In the first two rows we repeat our es-
timates from the 3™ and 4™ column of Table 4.10, for the
aggregate sectors, and we add the estimates of the supply elas-
ticities as well. One pattern that seems to come out of this is that
goods with a high demand elasticity tend to have a lower supply
elasticity. Combinations of high demand and supply elasticities,
which would give rise to large quantity volatility over time,
seem to be rare. Similarly, we only find a single good with a
demand elasticity below the median that also has a supply elas-
ticity below the median (motor vehicle bodies, SITC 78421). A
situation like this is likely to lead to high price volatility over
time when either of the curves shifts.

Overall, the estimates seem reasonable. The median de-
mand elasticity across all parts sectors is 2.53 in the 1990-2001
period and 2.70 in the 1995-2005 period. The averages are lar-
ger because some sectors are estimated to have much lower
product differentiation, while the estimate for the demand elas-
ticity can never fall below 1 (to be consistent with the model).
Median supply elasticity is 0.78 in the 1990-2001 period, nota-
bly below infinity (the perfectly competitive benchmark). This
makes sense: as we estimate that products are differentiated, it
makes sense to find that the supply curve is not entirely hori-
zontal. We also find that the supply elasticity declined in the
later period. The median declined to 0.36 and, omitting the out-

~ lier motor vehicle engines with spark-plugs larger than 1000cc

(SITC 71322), the average supply elasticity also declined from
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0.82 to 0.65. Increased product differentiation seems to make it
harder for firms to quickly scale up production. Increased for-
eign competition would tend to increase the supply elasticity.

Table 4.11. Demand and supply elasticity estimates at the
SITC 5-digit level

MYV engine — spark < 1L

71322 19.8 MV engine —spark > 1L
71323 -03 MV engine — diesel
71381 8.71 0.02 6.97 0.75 engine other, spark
71382 7.36 0.14 (a) (a) engine other, diesel
71391 ) 2.52 0.78 203 097 parts — spark
71392 2.27 0.41 2.51 0.35 parts — diesel
78410 (a) (a) 36.92 0.35 chassis with engine
78421 2.06 1.44 (b) (b) MYV bodies
other bodies

bumpers

other parts of bodies

brakes

gearboxes

drive-axles

non-driving axles
other MV parts

Finally, in Table 4.12, we also show the demand and sup-
ply elasticities estimated at the 6-digit level of aggregation for
the Harmonized System of trade classification. This is the level
of detail that we will use to simulate the impact of the changed
trade policy. The same products as in Table 4.11 are included.

312




Table 4.12. Demand and supply elasticities at the 6-digit
HS classification

8407-8409
8708
840730

840731

840732

840733

840734

840790

840820

840890

840991

840992

840999

870810

870820

870821

870829

870831

870839

870840

870850

870860

870870

870880

870891

870892

870893

870894

870899

HS 6-digit

Notes: (a) imaginary number; (b) no data
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With the exception of a few outliers, the estimates are now very
similar for the two time period. Engines & engine parts, those
components starting with 8407, 8408, or 8409 seem less differ-
entiated than other automotive parts. They have larger demand
clasticities, although the supply elasticity is only estimated to be
larger in the earlier period. ‘

4.5.2  Export potential

Using the U.S. estimates in the previous section as indicative of
the demand and supply estimates for all exporters in all markets,
we can simulate what the impact of a trade agreement would be
on Canadian exports. While it might seem like a strong assump-
tion to use the U.S. estimates for other countries, it is not that
farfetched in this case. The production technology used in the
automotive industry is the same the world over. The same firms
are also operating assembly plants in all of the regions we will
investigate and in the U.S. This should make the demand elas-
ticity estimates—which are input factor demands—comparable.
Moreover, the Canadian industry is the most important trading
partner of the U.S. and supply elasticities identified from U.S.
imports should be highly representative of the Canadian indus-
try. As such, the supply elasticities should be equally valid.
Note that for the estimates in the previous section to be valid,
we had to assume anyway that supply and demand elasticities
were identical across countries. If countries differ substantially
in technology, this will show up in the relative importance of
different goods in their trade flows™.

To calculate the impact of an elimination of tariff rates un-
der FTAs between Canada and different countries, we exploit
the properties of the CES demand system that underlies our

53 As mentioned earlier, we were unable to carry out a similar estima-
tion for Canada, as quantity data was not available. For the U.S. trade flows,
the Feenstra data has missing observations for physical quantity (import val-
ues are always available if trade flows are positive) in less than 10% of the
observations. In the Trade Analyzer Database of Statistics Canada, the auto-
motive parts information had more than 95% of the quantities missing
(finished vehicles were reported in physical units).
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elasticity estimations. A good reference for the crucial equations
is Melitz (2003)**. In the CES model, mark-ups will be constant
for all producers as each firm/country faces a residual demand
curve with the same elasticity of substitution (which differs by
product). Price will be set by the following mark-up pricing
rule:

P =c,(1+0)—"—,
o—1
where c,, is the marginal cost of production (including transpor-
tation) for country c at time #, existing import tariffs increase the
marginal cost and the mark-up is only a function of the prod-
uct’s elasticity of demand in the importer country. For the
moment, we assume marginal costs are constant, i.e., the supply
curve is perfectly elastic (this will overestimate the effect of the
trade policy change). We relax this assumption later.
Total imports for each country are given by

: l-o
my =R, (&J s
A
where the relative price is what matters, i.e., country c’s price
relative to the aggregate price index for the importing country.
Given that Canada is a relatively small trading partner for the
countries we consider, we will throughout ‘take total import
spending R and the aggregate price index P to be exogenous to
Canada’s price and quantity choices. In this case it is straight-

forward to derive that the impact of a trade policy on Canadian
exports will be given by

Olnm,, —(-0) 61npc,"
ot ot

> Melitz, M. (2003), “The Impact of Trade on Intra-Industry Realloca-
- tions and Aggregate Industry Productivity, Econometrica, 71(6), November,
pp. 1695-1725.
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Given the constant mark-up in the pricing rule, the deriva-
tive on the right-hand side is equal to A#(1+£). The model
predicts that the mark-up will not change and that the elimina-
tion of the tariff will be passed on to consumers proportionally
to the current final good price. At the same time, the quantity
sold will increase by (- o) times the price decline. Note that the
CES model of monopolistic competition assumes that Canadian
firms do not take the effect of their pricing decisions on their
competitors’ behaviour into account. Given the low market
share of Canadian firms (between 1% and 3% in the different
markets), this seems like a plausible assumption.

In our calculations we take into account that different prod-
ucts face very different demand elasticities, as calculated in the
previous section. Hence, the distribution of Canadian exports
over the different sub-sectors will be very important. We calcu-
late the effect of three possible free trade agreements (FTAs)—
with China, with South Korea, and with the enlarged E.U. (with
25 members)—under which Canadian parts exporters would see
their import tariffs eliminated. We do not include an FTA with
Japan, as it currently does not impose any import tariffs on
automotive parts.

Current Chinese tariff rates are 15%, but they are scheduled
to decline to 10.3% under its WTO agreement. South Korean
tariffs are, as far as we have been able to determine, currently
8% uniformly across all automotive parts. European tariffs are
lower and vary somewhat by category. On small engines and
most engine parts, the E.U. levies 2.7%, on larger engines the rate
is 4.2%. On most other components it levies 3% duties, but on a
whole range of “not elsewhere classified” products, the duty is
4.5%. For China and the E.U. we present two alternative sets of
results, using the lower or the upper range for the tariff rates.

For all three countries, we also present alternative calcula-
tions using the highest demand elasticity estimate obtained for
each good, see Table 4.12, or using the low demand elasticity.
We calculate the absolute value of the expected import increase
(Canadian exports) by summing over all the 6-digit HS catego-
ries. We also express the total amounts as a fraction of the
current Canadian export levels. The top panel of Table 4.13
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contains the four sets of results if we use the 2005 trade flows as
benchmark, the bottom panel uses the average 2004-2005 trade
flows as a robustness check to guard against annual fluctuations.

Table 4.13. Counterfactual simulations of Canadian import changes
following separate FTAs with three trading partners

$143  84%  $590 34%
14.6% $8.83  5.4%
15.9% $1.98 11.6%  $9.08 - 52
$13.58

10.2% $0.96  8.7% $533  3.7%

min high 14.3% $8.00 5.5%
max low 15.4% $134 122% $8.05  5.6%
max high 21.5% $12.07 83%

Note: Effects are expressed in million CDN$ or as a percentage of initial parts exports

Before we discuss the results, it is important to stress that
this is a counterfactual analysis, not a prediction. We tried to
assess what Canadian exports would have been had exports not
been subject to import tariffs in 2005. Given the rapid change in
the industry, this is quite different from the expected export
change if tariffs will be eliminated in the future. Even without
any trade policy change the 2006 statistics are likely to look
very different from 2005, ' ‘

The predicted changes are rather large. For 2005, they
range from 10.4% to 22.2% for a FTA with China, from 8.4%
to 11.6% for a FTA with South Korea, and from 3.4% to 7.9%

for a FTA with Europé. Given that the average demand elastic-

ity is around two (using the “min” elasticity), we find that
quantity exported increases approximately twice as much as

% As an example, Canadian parts exports to China nearly halved from
2003 to 2004 as shipments of body panel for the Buick model assembled in
Shanghai'stopped.
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price decreases and the net gain in import revenue is roughly
equal to the initial tariff rate. When we use higher demand elas-
ticities, the price response does not change, but quantity
changes more, leading to larger effects.

The difference in import response across the different trad-
ing partners is predominantly the result of differences in the
current tariff rates. However, the composition matters as well.
For example, exports to the E.U. are largest in the HS 870829
category, which has one of the lowest demand elasticities. As a
result, total exports to the E.U. increase slightly less than the
average tariff decline, while we find the reverse for the FTAs
with China or Korea (a slightly more than proportional export
increase). Similarly, for Europe the predicted import increase of
Canadian products is almost twice the average level of tariff
reduction in the most optimistic case, reflecting that for some
important goods (in particular HS 870870 and 840891) the high
demand elasticity is almost double the low elasticity. High elas-
ticities mean low mark-ups and the same price reduction has
more impact and, moreover, COnNSumers are more responsive.

Another point worth noting is that the absolute values are
sizeable. Even though China’s automotive industry is not very
Jarge yet, it does import a lot of components. This tends to be
typical of low-wage assembly centres. Imports of components
outstrip exports and the reverse holds for finished goods. In the
automotive industry, China is a large importer of both compo-
nents and finished vehicles. The large import response Wwe
estimate would translate into extra sales for the Canadian industry
in China with estimates ranging from $8.79 to $18.34 million
CDN, depending on the choice of demand elasticity and initial
tariff level. Consistent with the previous discussion, we find
smaller effects in the most recent year (using the 2005
import data) than using average imports for the 2004-2005
period. It indicates that the Chinese industry is rapidly increas-
ing its level of self-sufficiency. .

Finally, we cannot distinguish between OE parts and after-
market parts in this part of the analysis. The trade statistics are
not broken down along that dimension. We do not know the
share of aftermarket parts in total parts exports, but it is likely to
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exceed the share of aftermarket parts in domestic production.
While Canadian firms are very tightly integrated in the North
American industry, that is much less the case overseas. Canadian
exporters often claim they have a very hard time penetrating
overseas OEM markets. Given that Japanese and Korean firms
take a long time to increase the domestic content in the vehicles
they assembly in North America, this seems plausible. The
current analysis assumes all Canadian parts exports are after-
market, which is obviously an overestimate of the likely effect
of the FTAs, but not necessarily a very large overestimate. For
-the actual effect, we should simply pro-rate the absolute import
increases (by the share of aftermarket parts in exports), while
the percentage changes are valid.

Another factor that would lower the expected impact of tar-
iff reductions is an upward sloping supply curve. The results in
Table 4.14 incorporate the estimated slope of the supply curve
in the simulations. The estimated supply elasticities correspond
to the inverse of the effect of increased output on marginal
costs. Incorporating this effect in the pricing rules gives

olnp, _ Olnc,, N oln(1+1¢) N dln(c/(1-0))
ot ot . ot ot
%,_J _ﬂ J - ~
_0Olnc, Olng, =1/1+7) =0
8 Ing, ot
Table 4.14. Counterfactual FTA simulations with an upward sloping sup-
ply curve :
demand" - - supply initial - ey L T T o g e
clastlclty é]astlmty . tanff Sl China SouthKorea - < EU.25
2005 Camadianimportlevels
mean mean low $2.68 325%  $031  1.83% $1 84  1.07%
mean mean high ‘ $3.75 4.54%  $0.31 1.83%  $2.76 1.61%
max max high $5.20 630%  $0.54 3.14%  $4.36 2.54%

Note: Effects are expressed in million CDNS$ or as a percentage of initial parts exports

The first term under the first bracket is (I/w), the inverse
of the supply elasticity, the second term can be expressed as
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a function of the price change by taking the derivative of the

relative impoft demand, which gives —aa—ln—pi. Solving for

the optimal price response, we find that the earlier price change
At/(1+t) is adjusted by a factor (1+o/ o)~ . A higher supply

elasticity (@) will lead to a larger price response as marginal
costs are almost constant. A higher demand elasticity (o) will
lead to a smaller price decrease for any positive supply elastic-
ity, because it leads to larger cost increases as quantity is very
responsive.

When we perform the counterfactual simulations taking
supply effects into account, the import effects are much smaller,
not surprisingly given the low supply elasticities estimated in
the previous section. In the first line of Table 4.14 we use the
average demand and supply estimates and the low initial tariff
rates. In the next line, we use the high tariff rates instead. In the
third line, we calculate the most optimistic FTA effect if supply
effects are taken into account. We take the maximum estimate
for the demand elasticity (which makes quantity very respon-
sive to price declines), the maximum estimate for the supply
elasticity (to minimize the increase in marginal cost), and we
take the high initial tariffs. Even under this scenario, the esti-
mated impact is reduced by a factor of more than 3 in each
country, relative to the upper range of the predictions in Table
4.13. As before compositional effects are important. Even
though the tariff reduction is almost twice as high in Korea
compared to Europe, the composition of Canadian exports leads
to a comparable percentage effect in both countries/regions.

A final caveat is that these calculations assume that the im-

~ pact of a free trade agreement is proportional to the decline in

tariff rates. There are some indications that non-tariff barriers
are important. While this is particularly true for final vehicles, it
probably affects parts and accessories as well*. Unfortunately,
there is no clear way to quantify this.

56 Even though the Japanese and Korean market shares in the U.S. and
Canada vehicle markets are sizeable by now, they have not been able to
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453 Import competition

Even though the calculations would be straightforward, we refrain
from carrying out the same type of analysis as in the previous
section to study increased import competition in Canada. We
expect it would result in very implausible estimates because the
large domestic automotive assembly sector imports a lot of OF
parts that already enter duty free. For example, while Canada
exported $29.2 million worth of parts to Japan in 2004, imports
stood at $1743.2 for a deficit of $1713.9 millions. Obviously
the majority of these parts enters the assembly process and do
not incur any duties. Given the small size of the ‘aftermarket,
discussed earlier, especially relative to the large volume of im-
ports, any estimate of the fraction of imports going to the
aftermarket would be subject to a very large margin of error.

With South Korea, the E.U., and China, the Canadian defi-
cit in parts is also very large, running to $266.0, $636.3, and -
$664.7 million respectively, in 2004. Including trade with the
US and Mexico, total parts imports in Canada were $42,859
million in 2004 which was approximately 10 times larger than
the entire aftermarket parts sales.

Given that in Table 4.10 the rubber tires and parts & acces-
sories industries—the two sectors containing the bulk of
aftermarket parts—were estimated to have the lowest demand
elasticities of all automotive industries, import responses are
likely to be moderate. The effects on import values abroad we
estimated in the previous section are a combination of price de-
clines and quantity increases. In sectors with a lot of product
differentiation (low demand elasticity) as the aftermarket parts
sector, quantity increases will be low—Iless harm to the Cana-
dian industry, but these will be accompanied by more moderate
price declines—smaller benefits for the Canadian consumers.

penetrate each other’s market. In 2003, only 3774 Jélpanese passenger cars
were sold in Korea and 2573 Korean cars in Japan, which represent a market
share of 0.28% and 0.04% respectively.
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4.6 Pricing-to-market

In section 4.5, the simulations are carried out assuming all firms
behave competitively, i.e. the CES demand system leads to a
monopolistically competitive industry, where the slope of the
residual supply function is not affected by a firm’s actions or
any action of its competitors. In particular, we have assumed
that Canadian exporters do not take the response of foreign
competitors into account when they decide how much to lower
their price following a tariff cut. While this is probably a good
assumption given the small Canadian market share overseas, we
verify here how sensible this assumption is.

Using the methodology developed by Goldberg and Knetter
(1999)57 we estimate the slope of the residual demand Canadian
firms face in the markets abroad considered in the previous
Section. The idea is to identify the slope of the residual demand
exploiting exchange rate variability as an indicator for cost
changes. Note that these will differ from the demand elasticities
estimated earlier. Residual demand elasticities include supply
responses by competitors, which will depend on the type of
market equilibrium the industry is in—which is not specified
explicitly. The estimating equation is as follows:

Inps =4, +1, Q> +a'lnZ,, +p' W, +e&,,

The residual demand for exporter ex, to destination market m, at
time #, expresses the price the exporter charges (in the importing
market’s currency) as a function of its own quantity, demand
shifters for the overseas market (Z) and cost shifters for its
competitors (W). |
Given that we only have 11 years of data to estimate the
equation, we have to be extremely parsimonious in the specifi-
cation. The only demand shifter we include is a time trend
and as cost shifters we use the exchange rate of the two largest
importers, apart from the country under investigation. AS

57 Goldberg, P. K and M. M. Knetter (1999), “Measuring the intensity
of competition in export markets”, Journal of International Economics, 47,
pp- 27-60.
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instrument for the endogenous quantity level, we use the
exporter’s exchange rate—a valid cost shifter’. The results in
Table 4.15 are obtained from separate regressions for each of
the three regions and for each of the five exporters. Even though
the countries sell in the same import market, they will face a
different residual demand, because they face different competitors.

Table 4.15. Elasticities of the residual demand curve for total
. automotive parts

South Korea €5

- market  residual residual |
~. share demand . - share. demand

i o elasticity © 0 elasticity:
Canada 0.6% 0.184 1.8% -0.710
(0.63) (2.88)
Japan 39.3% -1.052 42.5% -11.990 53.8% -1.396
United States 15.9% -1.464 8.1% 0.078 32.5% -0.758

Euro-area 34.3% -2.667 22.7% -1.354

China 5.5% 0.188 6.1% -0.134
South Korea ) 22.0% -0.743 3.1% 0.632

Note: Sample includes all imports of engines & enginc parts and automotive parts and acces-
sories over the 1995-2005 period. t-statistics in parenthesis

Even though Canada has a very small market share in each
of the three markets, we find that it has a surprising amount
of market power. The statistics are the inverse of the elasticities,
as is customary in this literature. An estimate of -0.71 for
Canadian exports to the E.U. corresponds to a residual demand
elasticity of only 1.41. In the Chinese market, Canada is still
estimated to have a decent amount of market power, with
an implied elasticity of 2.83, significantly different from a
perfectly elastic residual demand. Only in Korea, we find no

%% One might argue that in this industry pricing is in US dollar and that
the methodology will not be adequate. However, if that were really the case,
one has to be willing to assume that the 30% appreciation of the Canadian
dollar against the US dollar in the last two years has been absorbed by profit
margins of Canadian suppliers or offset by productivity growth. Assuming a
profit margin in excess of 30% in 2003 or productivity growth of 15% per
year seem highly implausible.
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market power for Canadian firms. The results are relatively
similar once we limit the estimation to only a single sub-sector
of automotive parts, but many parameters become unstable.

While Canada has some market power, the implied resid-
ual demand elasticities we find for Japan, the E.U., or the U.S.
are notably lower. Only in the Chinese market do Canadian
firms have more pricing power than the U.S. In contrast, Chi-
nese firms are never estimated to have any significant market
power and the only negative coefficient for South Korea, for
its exports to China, is estimated very imprecisely (t-statistic is
1.21)—even though its market share is quite large. These re-
sults are intuitive as we would expect the countries with the
most developed automotive industries to have the most sophis-
ticated and differentiated goods, and hence the largest market
power—which lines up well with the estimates in Table 4.15.

In light of these results and the very low market share for
Canada in automotive parts exports to South Korea, China, and
the E.U., we think that it is plausible to assume Canadian firms
will not act strategically in their response to tariff policy
changes, as was assumed in Section 4.4.
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5.  Future direction of the industry

This section analyzes the future direction of the auto industry, par-
ticularly in the North American market, in the next 5-20 years,
Canada’s potential to move towards high-value production of auto
products, and the potential to attract future assembly and production
of auto production. What would be needed, including vis-a-vis trade
policy, to promote high-value production?

5.1 Future direction

Most of the relevant issues have already been addressed in the
preceding Sections. Here I just summarize the most important
trends—most important in terms of likely future impact.

5.1.1 Fuel

The great unknown for the industry is what type of fuel cars
will drive in the future. Currently, the vast majority of vehicles
today use a gasoline internal combustion engine, but that is
likely to change in the not so distant future®. The corporate av-
erage fuel efficiency norms (CAFE) have been tightened
repeatedly for cars, and the Bush Administration finally raised
the standards for light trucks as well, which currently account
for more than 50% of new vehicle sales in the U.S.%°. More effi-
cient, direct injection gasoline engines have started to appear,
but more radical alternatives are also on the horizon.

It is not impossible that diesel engines will become much
more popular in North America. In Burope they already account
for more than 50% of new vehicle sales. A number of big manu-
facturers, especially Volkswagen and DaimlerChrysler, are
committed to offer a greater selection of diesel engines in their
passenger vehicle lineup. The advent of clean (low-sulfur) diesel

% The most popular current alternatives are diesel (especially for
pickup trucks), LPG (especially for taxis and limos), and hybrids. -

80 Automotive News, March 29, 2006, “Fuel economy is toughened for
2008-2011 trucks”.
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in the U.S. in 2006-2007 is a pre-requisite for modern diesel en-
gines. The future of diesel is by no means secure. The cost
penalty to lower diesel emissions to the same level of gasoline
emissions is proving to be much more costly than anticipated. At
the same time, many of the fuel-saving technological advances
common in today’s diesels are often not yet introduced in gaso-
 line engines (variable valve timing, turbo charging, and direct
injection). Fiat estimates that a diesel engine would cost 1,000
euro more in production than a comparable gasoline engine, have
the same CO2 emissions, and only a 5-10% fuel efficiency ad-
vantage. A U.S. government plan to provide tax incentives for
diesel could prove decisive, but the details remain to be deter-
mined. Currently, no diesel engines are manufactured in Canada.
Furthermore, another advantage of the gasoline engine is that
it can burn alternative fuels, such as natural gas or hydrogen, with
few modifications. This multi-fuel use has proved to be a boon for
the electricity generation industry, where modern generating sta-
tions switch between natural gas or oil depending on the price of
the month. A diesel engine cannot achieve the same feat, although
several European countries, especially Sweden and Germany, are
making bio-diesel, made from organic material widely available.
While the engine is the most expensive single part of a
vehicle, the alternative powertrains considered would have a
much greater impact on the structure of the industry. Foremost,
hybrids are likely to keep increasing in popularity. Total hybrid
sales in 2005 exceeded expectation at 205,749 in the U.S.
alone—52% of this by the Toyota Prius, representing 1.2% of
all new vehicle sales. This ranges from a share of hybrids in to-
tal sales of approximately 8% for Toyota, 4% for Honda, less
than 1% for Ford, and negligible for all other manufacturers®'.
A survey of North American automotive executives by KPMG
yielded a unanimous prediction that hybrids will increase mar-
ket share in the coming years62. Currently, no hybrids are

61 GM has delivered 430 diesel-hybrid busses in the U.S. and Canada
and expects to add 237 to that total in the remainder of 2006.

62 On the sample of worldwide automotive executives, 88% anticipated
a rising market share for hybrids.
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manufactured in Canada. This will change once Ford introduces
the hybrid versions of the Ford Edge and Lincoln MKX 1in its
Oakville assembly plant. The gasoline versions will start pro-
duction in 2006 as a 2007 model, but production of hybrids is
expected to start only in 2010.

Plug-in hybrids could also become more popular in the fu-

ture. These are hybrid cars with an enlarged battery pack that

can be recharged from the electricity grid, not only by the on-
board gasoline engine. For the vast majority of trips, only the
electric engine would be used and the battery pack recharged
overnight or at the office. Only on longer trips would the com-
bustion engine be used. This setup does away with a major
disadvantage of the previous generation of electric cars:.the risk
of getting stranded if the battery runs out.

Much further down the line is the changeover to the hydro-
gen economy and vehicles driven by fuel cells. Current
expectations of most automakers are that by 2010 most of the
technical aspects will be solved on the experimental models that
are now touring the globe. It is also expected to take until 2020
or so before mass manufacturing would make affordable cars
possible. An average sized car currently can store about 3 kilo-
grams of pressurized hydrogen gas which can go about 200
to 280 kilometres under normal conditions before refuelling.
Developing reliable storage for hydrogen and rolling out a dis-
tribution system are considered the. biggest challenges for this
new technology. As discussed in Section 1.5, Canada is very
active in the development of fuel cells.

5.1.2  Assembly location

The second great unknown for the industry is whether final
vehicle assembly will stay as close to customers as it has thus
far. In the first decades after World War II, the industry pro-
duced very large production runs of a small number of vehicles
in branch assembly plants close to population centres. For ex-
ample, U.S. sales of the different guises of the main Chevrolet
model totalled almost 1,500,000 units in 1966 and these were
assembled in six different assembly plants across.the country.
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Declining model runs have resulted in very few cars or light
trucks being produced in more than one U.S. plant. Except for a
few instances where models are moved between assembly
plants, not a single car was produced in more than one U.S. as-
sembly plant in 2004%. The larger average production run for
light trucks makes it more common for them to be assembled in
more than one location, but the recent proliferation of crossover
vehicles is lowering production volumes of light trucks as well.
Firms could have decided to develop vehicles for the global
market, produce them in a single country, and ship them around
the world, as is the current practice in the consumer electronics
industry. With a few exceptions, this has not happened. Instead
firms are investing in flexible manufacturing systems in order to
build multiple vehicles on each assembly line®. This allows
firms to produce a wide range of vehicles on each continent. It
is unlikely that this decision is to a large extent driven by trade
policy. Most developed countries charge only modest import
duties on vehicles. Shipping costs for a bulky and easily dam-
aged (scratched) product like an automobile are likely to be
non-negligible and not decreasing over time. Proximity to con-
sumers in a mature industry, where responding quickly to
changing tastes is important, is probably another important factor.
The industry has also repeatedly flirted with made-to-order
systems. The current industry benchmark for new vehicle invento-
ries in the U.S. is 60 days, which is worth at least $60 billion (U S).
That is a lot of working capital sitting idle. In practice, inventory is
larger for most vehicles; surprisingly, inventories tend to be higher
for domestically produced vehicles. In a market where the number
of available varieties totals almost 300, the risk of mismatching
production and sales is enormous. The potential cost, in terms of a
forced discount, to be able to sell undesirable vehicles, is corre-

6 A number of the largest volume vehicles, such as the Toyota Corolla,
Chevrolet Malibu, or Ford Focus, are still produced in more than one North
American plant.

 See Van Biesebroeck (2006), “Complementarities in Automobile
Production”, NBER Working Paper for a discussion.
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spondingly enormous. Made-to-order, which is popular in Europe
would tie the assembly location to North America.

Even though a lot of components are currently outsourced
to low cost countries, this has not happened with finished vehi-
cles. Two Chinese firms are planning to start exporting finished
vehicles from China to North America (Gheely in 2007 and
Chery in 2008) and Honda is exporting its Fit subcompact car
from Guangzhou to Europe. While the labour cost in assembly
is too small a fraction of the total cost of a cart to justify pro-
ducing it in a low-wage country like China, the trade-off
changes once firms would be able to leverage the lower wages
over the entire supply chain and produce most components at
the low Chinese wage as well. The rapid development of the
Chinese domestic industry is quickly making this a possibility.
For example, the engines installed in the Chevrolet Equinox in
the CAMI plant are shipped from China.

It took Japanese producers only 10 years after their first
sales success in North America to establish local assembly ca-
pacity, although this choice was accelerated by the voluntary
export restraints. Hyundai did not even wait this long to (en-
tirely voluntarily) open up its first assembly plant in Alabama;
its second plant, for its Kia subsidiary, has been announced at a
time when it is not even certain it will be able to operate the
plant at full capacity®. An important distinction is that the much
larger labour pool in China is likely to keep wages depressed for
a longer time than in Japan or Korea. It might make China an
attractive assembly location for exports to North America in the
future. The major Chinese car and component producers are
currently benefiting a lot from their collaboration with leading
western automotive companies. They are unlikely to anger their
joint venture partners, by challenging them in their home mar-
ket. However, once they feel they have learned what they
wanted to know, their incentives will change. '

A final issue that has come up repeatedly in this report is
the future division of labour between OEMs and suppliers.
Many tier 1 suppliers are playing an increasing role in R&D and

8 An earlier venture in Quebec in 1989 was of a much lower scale.
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design. Several firms, e.g., Magna International; are also taking
on assembly tasks. Whether this makes it less or more likely
that assembly will move overseas remains to be seen.

5.1.3 Volume

As discussed at length in section 1.4, we anticipate a reduction in
future North American sales (and production), especially in the
U.S. Registrations are at an all-time high and especially very
new vehicles abound after a sustained string of bumper sales
years. Many industry observers rationalized the large Big 3 sales
decline in the fall of 2005 as a mismatch between the gas-
guzzling vehicles they produce and consumers’ newly acquired
taste for fuel-efficiency in the post-hurricane Katrina spike in fuel
prices. It seems much more likely that the spectacular summer
sales, fuelled by employee discount programs, were responsible.
Over the summer, large SUVs had been the most successful
market segment and the market is probably saturated®®.

The increased durability of modern vehicles will make sure
the current stock of vehicles will be around for quite some time.
The large number of fuel-inefficient SUVs and other types of
trucks sold in recent years make the fleet of second-hand vehi-
cles less suitable for exporting to less developed economies,
especially with the current high fuel price. Exporting new vehi-
cles to keep assembly plants operating at full capacity seems
also a very unlikely proposition, as discussed in section 3.5.

~ The large reorganizations, announced by GM on November
21, 2005 and by Ford on February 19, 2006, seem to suggest that
these companies want to aggressively align their North American
production capacity with their current production. Further erosion
of their market share can then be used to build up some spare ca-
pacity to respond to sales opportunities. At the same time,
through investments in flexibility OEMs will try to operate their
existing capacity much more intensively than before.

% The incentive to switch your purchase decision between time periods to
chase after a temporary discount is clearly larger for more expensive vehicles.
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5.2 High-value production in Canada

The automobile industry is surprisingly high tech. The five big-
gest companies (GM, Toyota, Ford, DaimlerChrysler and
Volkswagen) combined spent a total of $33.7 billion USD on
R&D in 2004! There is not a single other industry with five
firms spending an average of almost $7b on R&D. One can
count the number of industries with any firm spending that
much on one hand. R&D spending by suppliers is also increas-
ing rapidly. By 2005, the automotive firm holding most U.S.

- patents was Robert Bosch GmbH, now the largest OEM sup-

plier worldwide. The Ford Motor Company was runner-up. A
search of the NBER patent database reveals that these two com-
panies combined hold more than 11,000 patents and indirectly
through subsidiaries countless more.

R&D is not only concentrated by firm, it is also predomi-
nantly carried out in Michigan. Its importance is not only
apparent from the location of headquarters (more than 50% of
the 150 largest North American suppliers are located there), but
also in terms of recorded R&D spending. The Michigan Auto-
motive R&D directory estimates that in 1999 total R&D
spending in Michigan totalled US$18b, almost all of which was
privately funded, and involved 65,000 employees. Only Cali-
fornia performs more R&D, but on a er-capita basis Michigan
is unrivalled in the United States®’. 70% of the research,
US$13.1b, was on automotive applications and Michigan alone
represents 85% of total U.S. R&D spending in the industry.

It is not immediately obvious how Canada will attract a
piece of the research pie. The vast majority of Canadian suppliers
is in favor of government support for R&D activities; see below.
Recent capital investment subsidies under the (federal) Canadian
Skills & Innovation Project and the Ontario Automotive Invest-
ment Strategy have tied funding to locating some innovative
activities in Canada. Ford is adding a research centre to its Oak-

67 At $180,000 per capita of R&D, Michigan is only rivaled by Massa-
chusetts (#3 at $151,000) and tiny states with ‘many headquarters like
Delaware (#2) or Rhode Island (#4).
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ville assembly plant. GM’s Beacon project features heavy in-
vestments in human capital. Canada’s largest automotive firm,
Magna International operates a total of 60 R&D centres and test
facilities, but only 8 in Canada. While regrettable for Canada, it
is hard to imagine it being otherwise as only a quarter of its pro-
duction facilities is located in Canada. In terms of policy, all the
government can do is to create an environment conducive to
R&D such that firms that reorganize have an incentive to locate
research activities in Canada. Given the generous tax treatment of
R&D in Canada, current policy seems adequate68. It is certainly
not obvious how trade policy can play a role. '

In terms of high value-added production activities, Canada
is keeping up better with the U.S. in the assembly sector than in
parts. Table 5.1 compares the productivity record of the two
countries in both automotive sectors. In the top panel, one can
see that shipments per employee are equally large in both coun-
tries, in excess of $1 million CDN. The fraction of value added
is similar as well and slightly higher in 2002 than in 2000. Val-
ue added per employee was higher in Canada in 2000 and only
slightly lower in 2002. The fraction of production workers isa
bit lower in the U.S., which increases the 2002 U.S. labour pro-
ductivity advantage slightly, but at $433,574 (U.S.) versus
$405,963 (Canada) the values are extremely high. The signifi-
cantly higher salary for U.S. production workers, 42% higher in
2002 (31% in 2001), is almost entirely the result of a much lar-
ger share of value added being paid out to workers in the U.S.
than in Canada. The U.S. industry employs more and better paid
salaried employees, but that explains only a small fraction of the
gap in value added going to wages, 16.0% in Canada versus
24.5% in the U.S. The much vaunted lower wage cost in Can-
ada, courtesy of the nationally funded health care system, seems
to benefit predominantly the employer.

68 See Van Biesebroeck (2006), “Impediments and Facilitators to Tech-
nology Adoption. A literature survey”, report prepared for Industry Canada.
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17.2%
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$330,460
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$132,521
87.2%
$152,001

29.6%
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Note: all figures in CDN dollar

Source: Own calculations based on DesRosiers Automotive Yearbook (2005) and data from Statistics
Canada and U.S. Census Bureau
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30.7%

$365,156

84.2%

$433,574 ..

18.6%

$80,562

22.6%

$92,536

$433,291

42.4%

$183,686

79.5%

$230,983

27.3%

$63,071

37.2%

$89,204

10.4% -

263%

27.4%

11.1%

-2.9%

14.6%

17.5%

183%

3.9%

6.1%
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The situation is notably different in the parts sector. The sal-
ary gap between U.S. and Canadian production workers is similar
33.5% higher in the U.S. in 2002 (35% in 2001), but here it is
mainly driven by much less value added generated in Canadian
firms. The share of value added paid out in wages and benefits is
comparable across the two countries. The fact that Canadian firms
have much fewer salaried employees makes the difference in la-
bour productivity—measured as value added per production
worker—particularly stark; it was 60% higher in the U.S. in 2002.

A couple of caveats are required to put this comparison in
perspective. First, a larger fraction of the parts sector output stays
in Canada and the very low Canadian—U.S. dollar exchange rate
in 2002 undervalues Canadian output in that year. Second, the
mix within the parts sector is disadvantageous for Canada. A
greater fraction of U.S. employment is in engine production
which is highly capital intensive, which biases U.S. value added
upward69. In addition, the Canadian engine sector was operating
in 2002 at approximately 50% of its usual value added per
worker. Third, the Canadian industry is reallocating its parts em-
ployment towards a number of sub-sectors with higher than
average value added per worker: engine & engine parts and inte-
riors; while maintaining a large employment share in a third high
value added sector—transmissions (see statistics in Table 4.5).

Finally, in Table 5.2 we present a breakdown of total value
added generated in the U.S. automotive industry in different
years, as estimated and predicted by the Center for Automotive
Research in Michigan®. The most important sub-sector
throughout was parts and components. Increased cost pressure,
due to import competition and purchasing plans of OEMs, de-
pressed its share slightly in 2000 to 56.0%. Increased use of
electronics is predicted to raise its share to 60.1% of total value

% Given that the two countries use a different breakdown of the NAICS
industry classification below the “Parts and accessories manufacturing”
(NAICS 3363) level, it is impossible to control for the mix of industries to
make the value added comparison.

70 Center for Automotive Research (2002), “Estimating the New Auto-
motive Value Chain,” a study prepared for Accenture.
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t
added generated in the industry by 2010. The share of value
added generated by OEMs (including assembly) is predicted to
decline considerably from its 2000 high to 26.4%, slightly more
than one quarter of the industry. For these firms, assembly
wages are predicted to decline from 35% of their value added in
1990 to 23% in 2010. Clearly, high value added activities in the
automotive sector increasingly means parts and R&D.

Table 5.2 Breakdown of the total value added generated by automotive

sub-sector
(billion USD) ‘ 1990
Total automotive sector (U.S.). o k$291'.0m
Distribution o860 430
(Advertising — dealers — freight) (12.4%) (10.0%) (10.1%)
Vehicle manufacturers — wages $25.2 $31.2 $39.1

) (8.7%) (7.2%) (6.1%)
Vehicle manufacturers — $46.2 $97.2 $129.9
other \_/alue added (design, (15.9%) (22.5%) (20.3%)
R&D, investment)
Parts & components $169.7 $241 9 $384.2

(58.3%) (56.0%) (60.1%)

Other material inputs $13.9 $18.7 $29.5
(energy, warranty,.. ) ' (8.2%) (4.3%) (4.6%)
5.3 Policy

To gauge the importance of different policy options for the indus-
try, it is useful to take a look at the answers Canadian parts
suppliers gave to the previously mentioned APMA survey. On a
scale from 1 to 7 firms were asked to rate the usefulness of dif-
ferent policy initiatives on a list of 20. The results of this survey
are in Table 5.3. The first column indicates the number of suppli-
ers that find the initiative useful (more than moderately so); the
second column is the fraction of respondents that find the policy
initiative “very useful” or rate its usefulness “extremely high”; and
the third column sums the two groups. The different initiatives are
organized in order of total support—any answer from5to 7.
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Table 5.3 How useful to you find the following policy initiatives?
“Industry observers have suggested policies that the government could take to facilitate or
enhance the growth of the Canadian auto industry. Several of those proposals are listed
below. From the perspective of your firm, please rate the usefulness of these government
policy proposals from 1 to 7 based on the following scale:”

Fraction of positive
ratings

POLICY INITIATIVES: 5 6-7 5-7

1. Increase funding and/or tax incentives for R&D and innovation 7.1 786 85.7

2. Increase incentives to domestic investors 143 714 85.7

3. Expedite transportation infrastructure upgrades 71 714 78.5

4. Increase incentives to foreign investors 214 571 78.6

5. Increase funding for Technology Partnerships type programs 28.6 429 71.4

6. Implement electronic border clearing system compatible with 143  50.0 64.3
US Customs

7. Remove tax and other barriers that slow domestic industry 143 500 64.3
consolidation

8. Change tax law to permit more rapid depreciation of new 16.7 417 58.3
equipment

9. Assistance for implementing productivity-enhancing equip- 333 250 58.3
ment/systems .

10.  Renew emphasis on government-industry partnerships and tas| 214 357 57.1
forces

11.  Increase funding for auto-sector related technical education 214 357 57.1

12.  Provision of capital to facilitate new international joint ventures 143 425 56.8

13.  Increase incentives to firms using alternative energy 214 214 429

14.  Government-led marketing/branding initiatives focusingonthe ~ 28.6 143 42.9
auto sector B

15.  Make the use of anti-dumping/countervail legislation easier 167 25.0 41.7

16.  Facilitation of Canadian auto sector in rapidly growing markets 83 250 333

17. = Increase tax credits for firms that implement retrain- 0.0 214 214
ing/’reskilling’ programs

18.  Reduce immigration restrictions on young, technologically 00 214 21.4
skilled workers

19.  Rescind Canadian ratification of the Kyoto Protocol 00 154 154

Notes: scale of usefulness: 1 = extremely low, 4 = moderate, 7 = extremely high

84 respondents

Source: “The East Asian Automobile Industry: Opportunity or Threat? Results of a ‘Survey of
the Canadian Auto Parts Manufacturers,” Canada in Asia report, January 2005

It is clearly noticeable that R&D support and investment in-
centives figure high on the list. These issues get almost universal
approval—86% of firms support such initiatives and almost 80%
of firms strongly support R&D support. On the other hand, a
number of issues that have received prominent attention in the
media, do not carry much industry support. For example, Can-
ada’s ratification of the Kyoto emission abatement agreement is
not perceived as much of a problem. Providing support for tech-
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nical education carries some support, 57% of firms, but reducing
immigration restrictions on young skilled workers is not seen as a
solution to the industry’s shortage of skilled trades people.

In Figure 5-1, we group the average support of different ini-
tiatives by policy area. For example, investment incentives for
domestic firms and FDI are grouped together. Support for R&D
and funding for Technology Partnership type programs are
grouped under innovation policies. The pattern that appears is
quite striking. Given that only a single policy would be assigned
a different priority when we use strong support instead of total

- support, we will use total support numbers in the discussion’".

Figure 5-1 Ranking of interventions by policy area

What government interventions do Canadian suppliers want?

HEagree strongly

Fraction agree

0.0
Incentives Funding for Government Tax Industrial Trade Labor Environmental
to R&D Iinfrastructure  policy policy support / market policy
investors investments investments . policy policy

Typés of policies

Investment support of different sorts is by far the preferred
form of government intervention. More than 80% of firms think
it would be a good idea for Canada to provide direct investment
incentives; the level of support is only slightly higher for incen-

7! While 52.8% of firms support some form of industrial policy, only
25.0% finds these very useful. Limit attention to firms that strongly support a
policy, industrial policy would become second least importance.
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tives for domestic than for foreign firms. In addition, assistance
for firms that innovate is also widely supported. This can take
the form of direct funding support, tax incentives, or funding
for Partnership Programs. Finally, government investment in
infrastructure, electronic border clearing with the U.S. or trans-
portation infrastructure, is also supported by 71.4% of firms.

The next policy area receives a full 10% less support and
even 15% less if we only count strong supporters. Even more
striking is that the next priority is tax policy. An area of gov-
ernment policy that is likely to differ only in implementation
from the more pro-active forms of investment support in the
first three areas. The remaining policy areas, industrial, trade,
labor market, or environmental policy all carry much lower
levels of support. The only popular trade policy (Provision of
capital to facilitate new international joint ventures) is again a
form of investment support. Restricting import competition by
facilitating the use of antidumping measures as well as more
active government support to facilitate Canadian exports in rap-
idly developing markets do not gather much enthusiasm.

The overall picture that emerges is that the only interven-
tions that carry widespread support are government investments
or support for private investments. With respect to trade policy,
these sentiments from the industry are reinforced by much of
the analysis in the preceding chapters. Current tariff levels are
sufficiently low that they are not viewed as very important pol-
icy tools. In the analysis, consumer gains from lowering tariff
levels counteract producer losses with minimal net effect on
Canada as a whole. In addition, the dominance of the U.S. as
trading partner for the industry further reduces any effect of
trade policy.
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54 Conclusion

The sentiment towards government policy in this industry is not
entirely at odds with the bulk of the results we have uncovered
in this report. To summarize:

One of the greatest changes in the industry, the changing ver-
tical organization, is almost entirely beyond government
influence. Increasing technological intensity is driven by
consumer demand. Proliferation of vehicles has lead firms to
adopt flexible technology and environmental awareness has
spurred the development of alternative fuel vehicles. While
firms clearly benefit if the government covers part of their
R&D costs, the greatest success story to date, the Toyota
Prius, hardly benefited from government subsidies. It re-
mains highly doubtful to what extent government
intervention can successfully steer the industry. (Section 1)

Decreasing or abolishing import tariffs on final vehicles will
benefit consumers (somewhat) and hurt Canadian production
(somewhat). The net effect on welfare is likely to be very
small and actual estimates, like the ones we presented in this
report, will be sensitive to modeling assumptions. (Section 2)

The only candidate firm for near term investments in new
assembly capacity in Canada is Nissan. Trade policy is likely
to be of limited impact in securing such investment. Infra-
structure or direct investment support are likely to be much
more important. The Ontario government has already started
talks. (Section 3)

The parts sector is much more vulnerable to exchange rate
fluctuations, raw material prices, and bankruptcies of large
firms, factors largely beyond the Canadian government’s
control. The very limited export success of the Canadian in-
dustry beyond the U.S. is unlikely to be to a large extent the
result of trade restrictions’?. Of course, at the margin every-

"2 Japan, the largest market after the U.S. and distinctly high-cost, does

not charge any import tariffs, but Canadian producers have not made signifi-
cant inroads.
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thing helps. Current trade protection for the parts sector in
Canada is very low. If giving up the limited protection that
exists would lower overseas trade barriers (which tend to be
higher), the net effect is likely to be positive. (Section 4)

When asked about preferred government interventions, a

large majority of firms in this industry refer to investment,
R&D, and infrastructure support. (Section 5)
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