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E/(F, q1.97)

€
= ;‘;[fh « (—ay-(c1—a1)Bi(E1)) + 92 - (a3 - (c2-a2)Ba(e—€1))]dF (e;) (3.4)
while the state’s expected payoff is
Es(F, 91, 92)

= {[m(—bx + (b +41)51(€1))‘+ ga2(-b, -l*(bz +d2)By (e —€1))]dF (g;). (3.5)

We assume that the players do not cooperate. Thus, we model Problem 3 as a non-
cooperative two-person game ({F}, {q1, g2}, E;, Es) with strategies and payoffs as given
above. The equilibrium solution (F*, g7, g3) of this game is determined by the Nash
conditions

E((F*, q1,42) 2 E((F, q1.92) VF (3.6)
Es(F*, q1, 92) 2 Es(F™, 91, 92) V4, g2 satisfying (3.3), (3.7
where E/(F, q1,q2) and Es(F, q1, q2) are givenby (3.4) and (3.5). Two equilibrium
solutions are now preented, depending on the analytical forms of the detection probabilities
1 -B;(+). The first generalizes resuits previously obtained in [1] and [2].

Theorem 3.1 (Concentration of inspection effort)
Let 1-PB;(g;) and 1-PB,(e—¢g;) have the properties
1-B1(0) = 1-PB,(0) =0 (3.8)

-L(I-B,(el)) > 0, —d—(l-ﬁl(e—sl)) <Oforalleg with0<g <& (39
dEl dEl
Furthermore, suppose that 1 —B;(g;) and 1-B,(e—¢€;) are strictly convex, ie.,

2 2
-d—(l—Bx(El)) > 0, d—(l—B;(s_—sl)) >0 for all g with 0 < & <& (310)
de? de}

Define
1-Bie) = 1-B; fori = 1,2 (3.11)
Then the equilibria (F*, g}, g3) as well as the equilibrium payoffs Ej and Es of the game
described above are given by
0 €<0
F*(g) = y1-p* for 0<¢g <e¢g,
) e 2e (3.12)

where p*, g1 and g5 are as follows:




